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#### Abstract

The purpose of this work is to introduce the viscosity implicit midpoint rule for finding the common fixed points of two asymptotically nonexpansive mappings in real Hilbert spaces. The strong convergence theorem of this method is proved under some favorable conditions imposed on the control parameters. Furthermore, we provide applications of the main result which are related to variational inequality problems, constrained convex minimization problems, Fredholm integral equations and nonlinear evolution equations.
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## 1 Introduction

In 1996, Atouch 1 first introduced the viscosity method for solving minimization problems.

[^0]From the idea of Atouch [1], Moudafi (2) proposed the viscosity approximation method for solving fixed point problems of nonexpansive mappings in real Hilbert spaces. Also, Moudafi [2] gave the strong convergence results of the viscosity explicit method and the viscosity implicit method (in short, VEM and VIM, respectively) for searching fixed points of a nonexpansive self-mapping on a closed convex nonempty subset of a real Hilbert space.

In the recent years, the implicit midpoint rule (in short, IMR) have been studied by many authors $[3-7$ and references therein. Here, we give some research in this direction which is the main motivation of this paper. In 2015, Xu et al. [3] proposed the viscosity implicit midpoint rule (in short, VIMR) for finding fixed points of a nonexpansive self-mapping $T$ on a nonempty closed convex subset $C$ of a real Hilbert space $H$ as follows:

$$
\left.\begin{array}{rl}
x_{1} & \in C  \tag{1.1}\\
x_{n+1} & =\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) T\left(\frac{x_{n}+x_{n+1}}{2}\right) \quad \forall n \in \mathbb{N},
\end{array}\right\}
$$

where $\alpha_{n} \in(0,1)$ for all $n \in \mathbb{N}$ and $f: C \rightarrow C$ is a given contraction mapping. The idea of contractions in this method is used to regularize a nonexpansive mappings in Hilbert spaces for selecting the particular fixed points. Xu et al. [3] also proved that the VIMR (1.1) converges strongly to a unique fixed point $x^{*}$ of $T$ under some appropriate assumption. Furthermore, this fixed point is also the unique solution of the following variational inequality (in short, VI):

$$
\begin{equation*}
\left\langle(I-f) x^{*}, x-x^{*}\right\rangle \geq 0, \quad x \in \operatorname{Fix}(T), \tag{1.2}
\end{equation*}
$$

where $I: H \rightarrow H$ is the identity mapping and $\operatorname{Fix}(T):=\{x \in H: T(x)=x\}$, that is, the set of all fixed points of $T$.

Nowadays, many authors generalized and extended the idea of viscosity implicit midpoint rule in different ways. Herein, we include some of them. In 2016, Zhao et al. [6] improved the idea of Xu et al. [3] by introducing the following iterative algorithm for finding fixed points of a asymptotically nonexpansive selfmapping $T$ on a nonempty closed convex subset $C$ of a real Hilbert space:

$$
\left.\begin{array}{rl}
x_{1} & \in C  \tag{1.3}\\
x_{n+1} & =\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right) \quad \forall n \in \mathbb{N},
\end{array}\right\}
$$

where $\alpha_{n} \in(0,1)$ for all $n \in \mathbb{N}$ and $f: C \rightarrow C$ is a given contraction mapping.
Recently, Naqvi and Khan 8 presented the following viscosity rule for finding the common fixed points of two nonexpansive mappings $S, T: C \rightarrow C$, where $C$ is a nonempty closed convex subset of a real Hilbert space:

$$
\left.\begin{array}{rl}
x_{1} & \in C  \tag{1.4}\\
x_{n+1} & =\alpha_{n} f\left(x_{n}\right)+\beta_{n} S\left(\frac{x_{n}+x_{n+1}}{2}\right)+\gamma_{n} T\left(\frac{x_{n}+x_{n+1}}{2}\right) \quad \forall n \in \mathbb{N},
\end{array}\right\}
$$

where $\alpha_{n}, \beta_{n}, \gamma_{n} \in(0,1)$ for all $n \in \mathbb{N}, f: C \rightarrow C$ is a given contraction mapping. Under some specific conditions, they proved that the sequence defined by (1.4) converges strongly to a common fixed point of $S$ and $T$, which is also solved the VI (1.2).

The purposed of this paper is to present the viscosity implicit midpoint rule for searching common fixed points of two asymptotically nonexpansive self-mappings $S$ and $T$ on a nonempty closed convex subset $C$ of a real Hilbert space $H$, which is stated as follows:

$$
\left.\begin{array}{rl}
x_{1} & \in C  \tag{1.5}\\
x_{n+1} & =\alpha_{n} f\left(x_{n}\right)+\beta_{n} T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)+\gamma_{n} S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right) \quad \forall n \in \mathbb{N},
\end{array}\right\}
$$

where $\alpha_{n} \in(0,1)$ for all $n \in \mathbb{N}, f: C \rightarrow C$ is a contraction mapping and $S, T$ : $C \rightarrow C$ are two asymptotically nonexpansive mappings. Under some favorable conditions imposed on the control parameters, we will show that the sequence $\left\{x_{n}\right\}$ defined by (1.5) strongly converges to a point $z \in \operatorname{Fix}(T) \cap \operatorname{Fix}(S)$, which is also the unique solution of the VI 1.2). Moreover, we provide some applications which illustrate our result.

The rest of the paper is organized as follows. In Section 2, we recall some definitions and the convergence lemmas which are necessary for proving our convergence theorem. In Section 3, we present the strong convergence theorem of common fixed points of two asymptotically nonexpansive mappings under some favorable conditions. In the last Section, we give the applications which are derived from the main results. These applications are related to the variational inequality problems, constrained minimization problems, Fredholm integral equations and nonlinear evolution equations.

## 2 Preliminaries

Throughout this paper, we assume that $C$ is a nonempty closed and convex subset of a real Hilbert space $H$. In this section, we recall some basic definitions and convergence lemmas which are necessary for proving the convergence theorem.

Definition 2.1. A mapping $T: C \rightarrow C$ is said to be:
(i) $\alpha$-inverse strongly monotone if there exists $\alpha>0$ satisfying

$$
\langle x-y, T x-T y\rangle \geq \alpha\|A x-A y\|^{2}
$$

for all $x, y \in C$;
(ii) L-Lipschitz continuous if there exists $L \geq 0$ satisfying

$$
\|T x-T y\| \leq L\|x-y\|
$$

for all $x, y \in C$;
(iii) nonexpansive if

$$
\|T x-T y\| \leq\|x-y\|
$$

for all $x, y \in C$;
(iv) asymptotically nonexpansive if there exists a sequence $\left\{k_{n}\right\} \subseteq[1, \infty)$ with $\lim _{n \rightarrow \infty} k_{n}=1$ such that

$$
\left\|T^{n} x-T^{n} y\right\| \leq k_{n}\|x-y\|
$$

for all $x, y \in C$ and for all $n \in \mathbb{N}$;
(v) contraction if there exists the contractive constant $\alpha \in[0,1)$ such that

$$
\|T x-T y\| \leq \alpha\|x-y\|
$$

for all $x, y \in C$.
Remark 2.2. If $T$ is an $\alpha$-inverse strongly monotone mapping, then $T$ is a $\frac{1}{\alpha}$ Lipschitz mapping. Moreover, if $T$ is a asymptotically nonexpansive mapping, then Fix $(T)$ is always closed and convex, if in addition, $C$ is bounded then $F i x(T)$ is nonempty.

Definition 2.3. An operator $P_{C}: H \rightarrow C$ that assigns every point $x \in H$ to its unique nearest point in $C$ is called the metric projection onto $C$, defined by:

$$
P_{C}(x):=\arg \min _{z \in C}\|x-z\|^{2}, x \in H
$$

It is denoted by $P_{C}$.
Remark 2.4. Note that $P_{C} x$ is characterized as follows:

$$
\begin{equation*}
P_{C} x \in C \text { and }\left\langle x-P_{C} x, z-P_{C} x\right\rangle \leq 0, \quad \forall z \in C \tag{2.1}
\end{equation*}
$$

The next lemma is the demiclosedness principle of asymptotically nonexpansive mappings which is quite helpful in the proof of the convergence result of our algorithm for finding the common fixed point of two asymptotically nonexpansive mappings.

Lemma 2.5 (The demiclosedness principle 9 ). Let $H$ be a Hilbert space, $C$ be a nonempty closed convex subset of $H$, and $T: C \rightarrow C$ be a asymptotically nonexpansive mapping with $\operatorname{Fix}(T) \neq \emptyset$. If $\left\{x_{n}\right\}$ is a sequence in $C$ such that $\left\{x_{n}\right\}$ weakly converges to $x$ and $\left\{(I-T) x_{n}\right\}$ converges strongly to 0 , then $x=T(x)$.

Next, we give the famous lemma for using in the proof of many convergence theorems.

Lemma 2.6 (10]). Assume that $\left\{a_{n}\right\}$ is a sequence of nonnegative real numbers such that

$$
a_{n+1} \leq\left(1-\lambda_{n}\right) a_{n}+\delta_{n}
$$

for all $n \in \mathbb{N}$, where $\left\{\lambda_{n}\right\} \subseteq(0,1)$ and $\left\{\delta_{n}\right\} \subseteq \mathbb{R}$ are two sequences satisfying the following conditions:
(i) $\sum_{n=1}^{\infty} \lambda_{n}=\infty$;
(ii) $\limsup _{n \rightarrow \infty} \frac{\delta_{n}}{\lambda_{n}} \leq 0$ or $\sum_{n=1}^{\infty}\left|\delta_{n}\right|<\infty$.

Then $\lim _{n \rightarrow \infty} a_{n}=0$.

## 3 Main Results

In this section, we prove the strong convergence theorem of the viscosity implicit midpoint rule for two asymptotically nonexpansive mappings.

Theorem 3.1. Let $C$ be a nonempty closed convex subset a real Hilbert space $H$, $T: C \rightarrow C$ and $S: C \rightarrow C$ be two asymptotically nonexpansive mappings with the same sequence $\left\{k_{n}\right\} \subseteq[1, \infty)$ such that $\lim _{n \rightarrow \infty} k_{n}=1, U:=\operatorname{Fix}(T) \cap \operatorname{Fix}(S) \neq \emptyset$ and $f: C \rightarrow C$ be a contraction mapping with the contractive constant $\alpha \in[0,1)$. Define a sequence $\left\{x_{n}\right\}$ in $C$ as follows:

$$
\left.\begin{array}{rl}
x_{1} & \in C  \tag{3.1}\\
x_{n+1} & =\alpha_{n} f\left(x_{n}\right)+\beta_{n} T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)+\gamma_{n} S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right) \quad \forall n \in \mathbb{N},
\end{array}\right\}
$$

where $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\} \subseteq(0,1)$ are sequences satisfying the following conditions:
(A1) $\alpha_{n}+\beta_{n}+\gamma_{n}=1$;
(A2) $\lim _{n \rightarrow \infty} \frac{k_{n}^{2}-1}{\alpha_{n}}=0$;
(A3) $\sum_{n=1}^{\infty} \alpha_{n}=\infty$;
(A4) $\lim _{n \rightarrow \infty} \gamma_{n}=1$ and $\lim _{n \rightarrow \infty} \alpha_{n}=\lim _{n \rightarrow \infty} \beta_{n}=1$.
Suppose that $\left(1-\alpha_{n}\right) k_{n} \leq 2$ for all $n \in \mathbb{N}$ and

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|T^{n} x_{n}-x_{n}\right\|=\lim _{n \rightarrow \infty}\left\|S^{n} x_{n}-x_{n}\right\|=0 \tag{3.2}
\end{equation*}
$$

Then the sequence $\left\{x_{n}\right\}$ strongly converges to a common fixed point $z$ of $S$ and $T$, which is also the unique solution of the following variational inequality

$$
\langle(I-f) x, y-x\rangle \geq 0 \quad \forall y \in U
$$

In other word, $z$ is the unique fixed point of the contraction $P_{U} f$, that is, $P_{U} f(z)=$ $z$.

Proof. First, we will show the existence of a sequence $\left\{x_{n}\right\}$ defined by (3.1. Consider the mapping $W_{n}: C \rightarrow C$ by

$$
W_{n} x=\alpha_{n} f(w)+\beta_{n} T^{n}\left(\frac{w+x}{2}\right)+\gamma_{n} S^{n}\left(\frac{w+x}{2}\right)
$$

for all $x \in C$. We want to show that $W_{n}$ is a contraction mapping for all $n \in \mathbb{N}$. For each $n \in \mathbb{N}$ and $x, y \in C$, we have

$$
\begin{aligned}
&\left\|W_{n} x-W_{n} y\right\|=\| {\left[\beta_{n} T^{n}\left(\frac{w+x}{2}\right)+\gamma_{n} S^{n}\left(\frac{w+x}{2}\right)\right] } \\
& \quad-\left[\beta_{n} T^{n}\left(\frac{w+y}{2}\right)+\gamma_{n} S^{n}\left(\frac{w+y}{2}\right)\right] \| \\
& \leq \beta_{n}\left\|T^{n}\left(\frac{w+x}{2}\right)-T^{n}\left(\frac{w+y}{2}\right)\right\|+\gamma_{n}\left\|S^{n}\left(\frac{w+x}{2}\right)-S^{n}\left(\frac{w+y}{2}\right)\right\| \\
& \leq\left(\beta_{n}+\gamma_{n}\right) \frac{k_{n}}{2}\|x-y\| \\
&=\left(1-\alpha_{n}\right) \frac{k_{n}}{2}\|x-y\| .
\end{aligned}
$$

It follows from $\left(1-\alpha_{n}\right) k_{n} \leq 2$ for all $n \in \mathbb{N}$ that $W_{n}$ is a contraction mapping for all $n \in \mathbb{N}$. By using the Banach contraction principle, $W_{n}$ has a unique fixed point for all $n \in \mathbb{N}$. This yields the existence of a sequence $\left\{x_{n}\right\}$ defined by (3.1).

Next, we will prove that the sequence $\left\{x_{n}\right\}$ defined by (3.1) converges to $y \in U \neq \emptyset$. We will divide the proof into six steps.

Step (I): We will show that $\left\{x_{n}\right\}$ is bounded. For all $n \in \mathbb{N}$, we have

$$
\begin{aligned}
\left\|x_{n+1}-y\right\|= & \left\|\alpha_{n} f\left(x_{n}\right)+\beta_{n} T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)+\gamma_{n} S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-y\right\| \\
\leq & \alpha_{n}\left\|f\left(x_{n}\right)-y\right\|+\beta_{n}\left\|T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-y\right\| \\
& +\gamma_{n}\left\|S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-y\right\| \\
\leq & \alpha_{n}\left\|f\left(x_{n}\right)-f(y)\right\|+\alpha_{n}\|f(y)-y\|+\beta_{n} k_{n}\left\|\frac{x_{n}+x_{n+1}}{2}-y\right\| \\
& +\gamma_{n} k_{n}\left\|\frac{x_{n}+x_{n+1}}{2}-y\right\| \\
\leq & \alpha_{n} \alpha\left\|x_{n}-y\right\|+\alpha_{n}\|f(y)-y\| \\
& +\frac{\left(1-\alpha_{n}\right) k_{n}}{2}\left(\left\|x_{n}-y\right\|+\left\|x_{n+1}-y\right\|\right) .
\end{aligned}
$$

It implies that

$$
\begin{equation*}
\frac{2-\left(1-\alpha_{n}\right) k_{n}}{2}\left\|x_{n+1}-y\right\| \leq \frac{2 \alpha \alpha_{n}+\left(1-\alpha_{n}\right) k_{n}}{2}\left\|x_{n}-y\right\|+\alpha_{n}\|f(y)-y\| \tag{3.3}
\end{equation*}
$$

for all $n \in \mathbb{N}$. From the condition (A2), for any given positive number $\epsilon$ with $0<\epsilon<1-\alpha$, there exists a sufficient large positive integer $N \in \mathbb{N}$ such that for any $n \geq N$, we have $k_{n}^{2}-1 \leq 2 \epsilon \alpha_{n}$ and so

$$
\begin{equation*}
k_{n}-1 \leq \frac{k_{n}+1}{2}\left(k_{n}-1\right)=\frac{k_{n}^{2}-1}{2} \leq \epsilon \alpha_{n} \tag{3.4}
\end{equation*}
$$

Since $k_{n} \in[1, \infty), k_{n}^{2}-1 \leq 2 \epsilon \alpha_{n}$ and $k_{n}-1 \leq \epsilon \alpha_{n}$ for all $n \geq N$, we have

$$
\left.\begin{array}{l}
2-\left(1-\alpha_{n}\right) k_{n} \geq 1-\epsilon \alpha_{n}+\alpha_{n} k_{n}=1+\left(k_{n}-\epsilon\right) \alpha_{n} \geq 1+(1-\epsilon) \alpha_{n}  \tag{3.5}\\
2 \alpha \alpha_{n}+\left(1-\alpha_{n}\right) k_{n} \leq 2 \alpha \alpha_{n}+1+\epsilon \alpha_{n}-\alpha_{n}=1-(1-\epsilon-2 \alpha) \alpha_{n}
\end{array}\right\}
$$

Substituting (3.5) into (3.3), we have

$$
\begin{aligned}
\left\|x_{n+1}-y\right\| \leq & \frac{1-(1-\epsilon-2 \alpha) \alpha_{n}}{1+(1-\epsilon) \alpha_{n}}\left\|x_{n}-y\right\|+\frac{2 \alpha_{n}}{1+(1-\epsilon) \alpha_{n}}\|f(y)-y\| \\
= & 1-\frac{2(1-\epsilon-\alpha) \alpha_{n}}{1+(1-\epsilon) \alpha_{n}}\left\|x_{n}-y\right\| \\
& +\frac{2(1-\epsilon-\alpha) \alpha_{n}}{1+(1-\epsilon) \alpha_{n}}\left(\frac{1}{1-\epsilon-\alpha}\|f(y)-y\|\right) \\
\leq & \max \left\{\left\|x_{n}-y\right\|, \frac{1}{1-\epsilon-\alpha}\|f(y)-y\|\right\}
\end{aligned}
$$

for all $n \geq N$. By the mathematical induction, we obtain

$$
\left\|x_{n+1}-y\right\| \leq \max \left\{\left\|x_{0}-y\right\|, \frac{1}{1-\epsilon-\alpha}\|f(y)-y\|\right\}
$$

for all $n \geq N$. Hence $\left\{x_{n}\right\}$ is bounded. Consequently, $\left\{f\left(x_{n}\right)\right\},\left\{T^{n} x_{n}\right\}$, $\left\{T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)\right\},\left\{S^{n} x_{n}\right\}$ and $\left\{S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)\right\}$ are also bounded.

Step (II): In this step, we will show that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n+1}-x_{n}\right\|=0 \tag{3.6}
\end{equation*}
$$

For each $n \in \mathbb{N}$, we obtain

$$
\begin{aligned}
& \left\|x_{n+1}-x_{n}\right\| \\
= & \| \alpha_{n} f\left(x_{n}\right)+\beta_{n} T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)+\gamma_{n} S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right) \\
& -\left(\alpha_{n}+\beta_{n}+\gamma_{n}\right) T^{n} x_{n}+T^{n} x_{n}-x_{n} \| \\
\leq & \| \alpha_{n}\left(f\left(x_{n}\right)-T^{n} x_{n}\right)+\beta_{n}\left(T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-T^{n} x_{n}\right) \\
& +\gamma_{n}\left(S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-S^{n} x_{n}\right) \| \\
& +\left\|\gamma_{n} S^{n} x_{n}-\gamma_{n} T^{n} x_{n}+T^{n} x_{n}-x_{n}\right\| \\
\leq & \alpha_{n}\left\|f\left(x_{n}\right)-T^{n} x_{n}\right\|+\beta_{n}\left\|T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-T^{n} x_{n}\right\| \\
& +\gamma_{n}\left\|S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-S^{n} x_{n}\right\|+\gamma_{n}\left\|S^{n} x_{n}-x_{n}\right\| \\
& +\left\|\gamma_{n} x_{n}-\gamma_{n} T^{n} x_{n}+T^{n} x_{n}-x_{n}\right\| \\
\leq & \alpha_{n}\left\|f\left(x_{n}\right)-T^{n} x_{n}\right\|+\left(\beta_{n}+\gamma_{n}\right) k_{n}\left\|\left(\frac{x_{n}+x_{n+1}}{2}\right)-x_{n}\right\| \\
& +\gamma_{n}\left\|S^{n} x_{n}-x_{n}\right\|+\left(1-\gamma_{n}\right)\left\|T^{n} x_{n}-x_{n}\right\| \\
\leq & \alpha_{n} M_{1}+\frac{\left(1-\alpha_{n}\right) k_{n}}{2}\left\|x_{n+1}-x_{n}\right\|+\gamma_{n}\left\|S^{n} x_{n}-x_{n}\right\| \\
& +\left(1-\gamma_{n}\right)\left\|T^{n} x_{n}-x_{n}\right\|,
\end{aligned}
$$

where $M_{1}:=\sup _{n \in \mathbb{N}}\left\{\left\|f\left(x_{n}\right)-T^{n}\left(x_{n}\right)\right\|\right\}<\infty$. It implies that

$$
\begin{align*}
\left(\frac{2-\left(1-\alpha_{n}\right) k_{n}}{2}\right)\left\|x_{n+1}-x_{n}\right\| \leq & \alpha_{n} M_{1}+\gamma_{n}\left\|S^{n} x_{n}-x_{n}\right\| \\
& +\left(1-\gamma_{n}\right)\left\|T^{n} x_{n}-x_{n}\right\| \tag{3.7}
\end{align*}
$$

for all $n \in \mathbb{N}$. It follows from 3.5 that

$$
\begin{aligned}
\frac{1+(1-\epsilon) \alpha_{n}}{2}\left\|x_{n+1}-x_{n}\right\| \leq & \alpha_{n} M_{1}+\gamma_{n}\left\|S^{n} x_{n}-x_{n}\right\| \\
& +\left(1-\gamma_{n}\right)\left\|T^{n} x_{n}-x_{n}\right\|
\end{aligned}
$$

for all $n \geq N$ and so

$$
\begin{aligned}
\left\|x_{n+1}-x_{n}\right\| \leq & \frac{2 \alpha_{n} M_{1}}{1+(1-\epsilon) \alpha_{n}}+\frac{2 \gamma_{n}}{1+(1-\epsilon) \alpha_{n}}\left\|S^{n} x_{n}-x_{n}\right\| \\
& +\frac{2\left(1-\gamma_{n}\right)}{1+(1-\epsilon) \alpha_{n}}\left\|T^{n} x_{n}-x_{n}\right\|
\end{aligned}
$$

for all $n \geq N$. Using (A4) and 3.2, we obtain $\lim _{n \rightarrow \infty}\left\|x_{n+1}-x_{n}\right\|=0$.

Step (III): We will show that $\lim _{n \rightarrow \infty}\left\|x_{n}-T\left(x_{n}\right)\right\|=0$ and $\lim _{n \rightarrow \infty}\left\|x_{n}-S\left(x_{n}\right)\right\|=0$. For each $n \in \mathbb{N}$ with $n \geq 2$, we have

$$
\begin{aligned}
& \left\|x_{n}-T^{n-1}\left(x_{n}\right)\right\| \\
= & \| \alpha_{n-1} f\left(x_{n-1}\right)+\beta_{n-1} T^{n-1}\left(\frac{x_{n-1}+x_{n}}{2}\right) \\
& +\gamma_{n-1} S^{n-1}\left(\frac{x_{n-1}+x_{n}}{2}\right)-T^{n-1}\left(x_{n}\right) \| \\
\leq & \alpha_{n-1}\left\|f\left(x_{n-1}\right)-T^{n-1}\left(x_{n-1}\right)\right\| \\
& +\beta_{n-1}\left\|T^{n-1}\left(\frac{x_{n-1}+x_{n}}{2}\right)-T^{n-1}\left(x_{n-1}\right)\right\| \\
& +\gamma_{n-1}\left\|S^{n-1}\left(\frac{x_{n-1}+x_{n}}{2}-S^{n-1}\left(x_{n-1}\right)\right)\right\| \\
& +\left\|\left(\alpha_{n-1}+\beta_{n-1}\right) T^{n-1}\left(x_{n-1}\right)+\gamma_{n-1} S^{n-1}\left(x_{n-1}\right)-T^{n-1}\left(x_{n}\right)\right\| \\
\leq & \alpha_{n-1} M_{1}+\left(\beta_{n-1}+\gamma_{n-1}\right) k_{n-1}\left\|\left(\frac{x_{n-1}+x_{n}}{2}\right)-x_{n-1}\right\| \\
& +\left\|\left(1-\gamma_{n-1}\right) T^{n-1}\left(x_{n-1}\right)+\gamma_{n-1} S^{n-1}\left(x_{n-1}\right)-T^{n-1}\left(x_{n}\right)\right\| \\
= & \alpha_{n-1} M_{1}+\frac{\left(1-\alpha_{n-1}\right) k_{n-1}}{2}\left\|x_{n}-x_{n-1}\right\| \\
& +\left\|T^{n-1}\left(x_{n-1}\right)-T^{n-1}\left(x_{n}\right)+\gamma_{n-1}\left(S^{n-1}\left(x_{n-1}\right)-T^{n-1}\left(x_{n-1}\right)\right)\right\| \\
\leq & \alpha_{n-1} M_{1}+\frac{\left(1-\alpha_{n-1}\right) k_{n-1}}{2}\left\|x_{n}-x_{n-1}\right\|+k_{n-1}\left\|x_{n-1}-x_{n}\right\| \\
& +\gamma_{n-1}\left\|S^{n-1}\left(x_{n-1}\right)-T^{n-1}\left(x_{n-1}\right)\right\| \\
= & \alpha_{n-1} M_{1}+\frac{\left(3-\alpha_{n-1}\right) k_{n-1}}{2}\left\|x_{n}-x_{n-1}\right\| \\
& +\gamma_{n-1}\left\|S^{n-1}\left(x_{n-1}\right)-T^{n-1}\left(x_{n-1}\right)\right\| .
\end{aligned}
$$

Using (3.2), 3.6 and the condition (A4), we obtain

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-T^{n-1}\left(x_{n}\right)\right\|=0 \tag{3.8}
\end{equation*}
$$

Moreover, we have

$$
\begin{aligned}
\left\|x_{n}-T\left(x_{n}\right)\right\| & \leq\left\|x_{n}-T^{n}\left(x_{n}\right)\right\|+\left\|T^{n}\left(x_{n}\right)-T\left(x_{n}\right)\right\| \\
& \leq\left\|x_{n}-T^{n}\left(x_{n}\right)\right\|+k_{1}\left\|T^{n-1}\left(x_{n}\right)-x_{n}\right\|
\end{aligned}
$$

for all $n \in \mathbb{N}$.
By using (3.2) and (3.8), we conclude that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-T\left(x_{n}\right)\right\|=0 \tag{3.9}
\end{equation*}
$$

Similarly, also we can obtain the following result.

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-S\left(x_{n}\right)\right\|=0 \tag{3.10}
\end{equation*}
$$

Step (IV): In this step, we will show that $\omega_{w}\left(x_{n}\right) \subseteq F i x(S) \cap F i x(T)$, where
$\omega_{w}\left(x_{n}\right):=\left\{x \in H:\right.$ there exist a subsequence of $\left\{x_{n}\right\}$ converges weakly to $\left.x\right\}$.
Suppose that $x \in \omega_{w}\left(x_{n}\right)$. Then there exists a subsequence $\left\{x_{n_{i}}\right\}$ of $\left\{x_{n}\right\}$ such that $x_{n_{i}} \rightharpoonup x$ as $i \rightarrow \infty$. From (3.9), we have

$$
\lim _{i \rightarrow \infty}\left\|(I-T) x_{n_{i}}\right\|=\lim _{n \rightarrow \infty}\left\|x_{n_{i}}-T x_{n_{i}}\right\|=0 .
$$

This implies that $\left\{(I-T) x_{n_{i}}\right\}$ converges strongly to 0 . By using Lemma 2.5 we have $T x=x$ and so $x \in \operatorname{Fix}(T)$. From (3.10), we have

$$
\lim _{i \rightarrow \infty}\left\|(I-S) x_{n_{i}}\right\|=\lim _{n \rightarrow \infty}\left\|x_{n_{i}}-S x_{n_{i}}\right\|=0 .
$$

This implies that $\left\{(I-S) x_{n_{i}}\right\}$ converges strongly to 0 . By using Lemma 2.5. we have $S x=x$ and so $x \in \operatorname{Fix}(S)$. Therefore, we can conclude that $x \in \operatorname{Fix}(S) \cap \operatorname{Fix}(T)$ and then $\omega_{w}\left(x_{n}\right) \subseteq \operatorname{Fix}(S) \cap \operatorname{Fix}(T)$.

Step (V): In this step, we will show that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\langle z-f(z), z-x_{n}\right\rangle \leq 0 \tag{3.11}
\end{equation*}
$$

where $z \in U$ is the unique fixed point of $P_{U} \circ f$, that is, $z=P_{U}(f(z))$. Since $\left\{x_{n}\right\}$ is bounded, there exists a subsequence $\left\{x_{n_{i}}\right\}$ of $\left\{x_{n}\right\}$ such that $x_{n_{i}} \rightharpoonup \bar{x}$ as $i \rightarrow \infty$ for some $\bar{x} \in H$ and

$$
\begin{equation*}
\limsup _{n \rightarrow \infty}\left\langle z-f(z), z-x_{n}\right\rangle=\lim _{i \rightarrow \infty}\left\langle z-f(z), z-x_{n_{i}}\right\rangle . \tag{3.12}
\end{equation*}
$$

From Step (IV), we get $\bar{x} \in U$. By using (2.1), we obtain

$$
\limsup _{n \rightarrow \infty}\left\langle z-f(z), z-x_{n}\right\rangle=\lim _{i \rightarrow \infty}\left\langle z-f(z), z-x_{n_{i}}\right\rangle=\langle z-f(z), z-\bar{x}\rangle \leq 0 .
$$

Step (VI): In this step, we will show that $x_{n} \rightarrow z$ as $n \rightarrow \infty$, where $z$ is the common fixed point of $S$ and $T$. Suppose that $z \in \operatorname{Fix}(S) \cap \operatorname{Fix}(T)$ and then $z$ is also the unique fixed point of the contraction mapping $P_{U} \circ f$ or
in other words, $z=P_{U} f(z)$. For each $n \in \mathbb{N}$, we have

$$
\begin{align*}
& \left\|x_{n+1}-z\right\|^{2} \\
& =\left\|\alpha_{n} f\left(x_{n}\right)+\beta_{n} T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)+\gamma_{n} S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\|^{2} \\
& =\left\|\alpha_{n}\left(f\left(x_{n}\right)-z\right)+\beta_{n}\left(T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right)+\gamma_{n}\left(S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right)\right\|^{2} \\
& \leq \alpha_{n}^{2}\left\|f\left(x_{n}\right)-z\right\|^{2}+\beta_{n}^{2}\left\|T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\|^{2}+\gamma_{n}^{2}\left\|S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\|^{2} \\
& +2 \alpha_{n} \beta_{n}\left\langle f\left(x_{n}\right)-z, T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \\
& +2 \beta_{n} \gamma_{n}\left\langle T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z, S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \\
& +2 \alpha_{n} \gamma_{n}\left\langle f\left(x_{n}\right)-z, S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \\
& \leq \alpha_{n}^{2}\left\|f\left(x_{n}\right)-z\right\|^{2}+\beta_{n}^{2} k_{n}^{2}\left\|\frac{x_{n}+x_{n+1}}{2}-z\right\|^{2}+\gamma_{n}^{2} k_{n}^{2}\left\|\frac{x_{n}+x_{n+1}}{2}-z\right\|^{2} \\
& +2 \alpha_{n} \beta_{n}\left\langle f\left(x_{n}\right)-f(z), T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \\
& +2 \alpha_{n} \beta_{n}\left\langle f(z)-z, T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \\
& +2 \beta_{n} \gamma_{n}\left\|T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\|\left\|S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\| \\
& +2 \alpha_{n} \gamma_{n}\left\langle f\left(x_{n}\right)-f(z), S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \\
& +2 \alpha_{n} \gamma_{n}\left\langle f(z)-z, S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \\
& \leq \alpha_{n}^{2}\left\|f\left(x_{n}\right)-z\right\|^{2}+\left(\beta_{n}^{2}+\gamma_{n}^{2}\right) k_{n}^{2}\left\|\frac{x_{n}+x_{n+1}}{2}-z\right\|^{2} \\
& +2 \beta_{n} \gamma_{n} k_{n}^{2}\left\|\frac{x_{n}+x_{n+1}}{2}-z\right\|^{2} \\
& +2 \alpha_{n} \beta_{n}\left\|f\left(x_{n}\right)-f(z)\right\|\left\|T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\| \\
& +2 \alpha_{n} \beta_{n}\left\langle f(z)-z, T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \\
& +2 \alpha_{n} \gamma_{n}\left\|f\left(x_{n}\right)-f(z)\right\|\left\|S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\| \\
& +2 \alpha_{n} \gamma_{n}\left\langle f(z)-z, S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \\
& \leq \alpha_{n}^{2}\left\|f\left(x_{n}\right)-z\right\|^{2}+\left(1-\alpha_{n}\right)^{2} k_{n}^{2}\left\|\frac{x_{n}+x_{n+1}}{2}-z\right\|^{2} \\
& +2 \alpha_{n} \beta_{n} \alpha k_{n}\left\|x_{n}-z\right\|\left\|\frac{x_{n}+x_{n+1}}{2}-z\right\| \\
& +2 \alpha_{n} \beta_{n}\left\langle f(z)-z, T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \\
& +2 \alpha_{n} \gamma_{n} \alpha k_{n}\left\|x_{n}-z\right\|\left\|\frac{x_{n}+x_{n+1}}{2}-z\right\| \\
& +2 \alpha_{n} \gamma_{n}\left\langle f(z)-z, S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \\
& =\alpha_{n}^{2}\left\|f\left(x_{n}\right)-z\right\|^{2}+\left(1-\alpha_{n}\right)^{2} k_{n}^{2}\left\|\frac{x_{n}+x_{n+1}}{2}-z\right\|^{2} \\
& +2 \alpha \alpha_{n}\left(1-\alpha_{n}\right) k_{n}\left\|x_{n}-z\right\|\left\|\frac{x_{n}+x_{n+1}}{2}-z\right\| \\
& +2 \alpha_{n} \beta_{n}\left\langle f(z)-z, T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \\
& +2 \alpha_{n} \gamma_{n}\left\langle f(z)-z, S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \\
& \leq \frac{\left(1-\alpha_{n}\right)^{2} k_{n}^{2}}{4}\left(\left\|x_{n}-z\right\|^{2}+2\left\|x_{n}-z\right\|\left\|x_{n+1}-z\right\|+\left\|x_{n+1}-z\right\|^{2}\right) \\
& +\alpha \alpha_{n}\left(1-\alpha_{n}\right) k_{n}\left\|x_{n}-z\right\|\left(\left\|x_{n}-z\right\|+\left\|x_{n+1}-z\right\|\right)+h_{n}, \tag{3.13}
\end{align*}
$$

where

$$
\begin{align*}
h_{n}:= & \alpha_{n}^{2}\left\|f\left(x_{n}\right)-z\right\|^{2}+2 \alpha_{n} \beta_{n}\left\langle f(z)-z, T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \\
& +2 \alpha_{n} \gamma_{n}\left\langle f(z)-z, S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-z\right\rangle \tag{3.14}
\end{align*}
$$

From 3.13 and the fact that

$$
2\left\|x_{n}-z\right\|\left\|x_{n+1}-z\right\| \leq\left\|x_{n}-z\right\|^{2}+\left\|x_{n+1}-z\right\|^{2}
$$

for all $n \in \mathbb{N}$, we obtain

$$
\begin{aligned}
& \left\|x_{n+1}-z\right\|^{2} \leq \frac{\left(1-\alpha_{n}\right)^{2} k_{n}^{2}}{4}\left(2\left\|x_{n}-z\right\|^{2}+2\left\|x_{n+1}-z\right\|^{2}\right) \\
& \quad+\alpha \alpha_{n}\left(1-\alpha_{n}\right) k_{n}\left(\left\|x_{n}-z\right\|^{2}+\left\|x_{n}-z\right\|\left\|x_{n+1}-z\right\|\right)+h_{n} \\
& \leq \\
& \quad \frac{\left(1-\alpha_{n}\right)^{2} k_{n}^{2}}{2}\left(\left\|x_{n}-z\right\|^{2}+\left\|x_{n+1}-z\right\|^{2}\right) \\
& \quad+\alpha \alpha_{n}\left(1-\alpha_{n}\right) k_{n}\left(\left\|x_{n}-z\right\|^{2}+\frac{1}{2}\left\|x_{n}-z\right\|^{2}+\frac{1}{2}\left\|x_{n+1}-z\right\|^{2}\right)+h_{n} \\
& = \\
& \quad \frac{\left(1-\alpha_{n}\right)^{2} k_{n}^{2}+3 \alpha \alpha_{n}\left(1-\alpha_{n}\right) k_{n}}{2}\left\|x_{n}-z\right\|^{2} \\
& \quad+\frac{\left(1-\alpha_{n}\right)^{2} k_{n}^{2}+\alpha \alpha_{n}\left(1-\alpha_{n}\right) k_{n}}{2}\left\|x_{n+1}-z\right\|^{2}+h_{n} .
\end{aligned}
$$

It implies that

$$
\begin{align*}
& \frac{2-\left(1-\alpha_{n}\right)^{2} k_{n}^{2}-\alpha \alpha_{n}\left(1-\alpha_{n}\right) k_{n}}{2}\left\|x_{n+1}-z\right\|^{2} \\
& \leq \frac{\left(1-\alpha_{n}\right)^{2} k_{n}^{2}+3 \alpha \alpha_{n}\left(1-\alpha_{n}\right) k_{n}}{2}\left\|x_{n}-z\right\|^{2}+h_{n} \tag{3.15}
\end{align*}
$$

for all $n \in \mathbb{N}$. From (3.12), $k_{n} \in[1, \infty), k_{n}^{2}-1 \leq 2 \epsilon \alpha_{n}$ and $k_{n}-1 \leq \epsilon \alpha_{n}$ for all $n \geq N$, we have

$$
\left.\begin{array}{rl}
2-\left(1-\alpha_{n}\right)^{2} k_{n}^{2}-\alpha \alpha_{n}\left(1-\alpha_{n}\right) k_{n} & \geq 2-\left(1-\alpha_{n}\right)^{2}\left(1+2 \epsilon \alpha_{n}\right)-\alpha \alpha_{n}\left(1-\alpha_{n}\right)\left(1+\epsilon \alpha_{n}\right), \\
\left(1-\alpha_{n}\right)^{2} k_{n}^{2}+3 \alpha \alpha_{n}\left(1-\alpha_{n}\right) k_{n} \leq\left(1-\alpha_{n}\right)^{2}\left(1+2 \epsilon \alpha_{n}\right)+3 \alpha \alpha_{n}\left(1-\alpha_{n}\right)\left(1+\epsilon \alpha_{n}\right) \tag{3.16}
\end{array}\right\}
$$

for all $n \geq N$. Substituting (3.16) into (3.15 then it turns out that

$$
\begin{align*}
\left\|x_{n+1}-z\right\|^{2} \leq & \frac{\left(1-\alpha_{n}\right)^{2}\left(1+2 \epsilon \alpha_{n}\right)+3 \alpha \alpha_{n}\left(1-\alpha_{n}\right)\left(1+\epsilon \alpha_{n}\right)}{2-\left(1-\alpha_{n}\right)^{2}\left(1+2 \epsilon \alpha_{n}\right)-\alpha \alpha_{n}\left(1-\alpha_{n}\right)\left(1+\epsilon \alpha_{n}\right)}\left\|x_{n}-z\right\|^{2} \\
& +\lambda_{n} \tag{3.17}
\end{align*}
$$

for all $n \geq N$, where

$$
\lambda_{n}:=\frac{2 h_{n}}{2-\left(1-\alpha_{n}\right)^{2}\left(1+2 \epsilon \alpha_{n}\right)-\alpha \alpha_{n}\left(1-\alpha_{n}\right)\left(1+\epsilon \alpha_{n}\right)}
$$

Let us consider the function $g:(0, \infty) \rightarrow \mathbb{R}$ defined by

$$
g(t):=\frac{1}{t}\left\{1-\frac{(1-t)^{2}(1+2 \epsilon t)+3 \alpha t(1-t)(1+\epsilon t)}{2-(1-t)^{2}(1+2 \epsilon t)-\alpha t(1-t)(1+\epsilon t)}\right\}
$$

for all $t>0$. After certain manipulations and simplification, we obtain $\lim _{t \rightarrow 0} g(t)=4(1-\alpha-\epsilon)>0$. Let $\delta_{0}>0$. There exists $\epsilon_{0}:=3(1-\alpha-\epsilon)>0$ such that $g(t)>\epsilon_{0}, \quad 0<t<\delta_{0}$. Thus, we have

$$
\begin{equation*}
\frac{(1-t)^{2}(1+2 \epsilon t)+3 \alpha t(1-t)(1+\epsilon t)}{2-(1-t)^{2}(1+2 \epsilon t)-\alpha t(1-t)(1+\epsilon t)}<1-\epsilon_{0} t, \quad 0<t<\delta_{0} \tag{3.18}
\end{equation*}
$$

Since $\alpha_{n} \rightarrow 0$ as $n \rightarrow \infty$, there exists an integer $N_{1} \in \mathbb{N}$ such that $\alpha_{n}<\delta_{0}$ for all $n \geq N_{1}$. From 3.17) and 3.18 we obtain,

$$
\begin{equation*}
\left\|x_{n+1}-z\right\|^{2} \leq\left(1-\epsilon_{0} \alpha_{n}\right)\left\|x_{n}-z\right\|^{2}+\lambda_{n} \tag{3.19}
\end{equation*}
$$

From the definition $h_{n}$ of (3.14) and (3.11), it turns out that $\limsup _{n \rightarrow \infty} \frac{h_{n}}{\alpha_{n}} \leq 0$, which implies that

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{\lambda_{n}}{\alpha_{n}} \leq 0 \tag{3.20}
\end{equation*}
$$

Finally, we use the conditions (A3), (A4) and 3.20 to apply Lemma 2.6 to the inequality (3.19), we conclude that $\lim _{n \rightarrow \infty}\left\|x_{n}-z\right\|^{2}=0$, this implies that $x_{n} \rightarrow z$ as $n \rightarrow \infty$. This completes the proof.

The following result is derived from Theorem 3.1 immediately.
Theorem 3.2. Let $C$ be a nonempty closed convex subset a real Hilbert space $H, T: C \rightarrow C$ be a asymptotically nonexpansive mapping with $\operatorname{Fix}(T) \neq \emptyset$ and $f: C \rightarrow C$ be a contraction mapping with the contractive constant $\alpha \in[0,1)$. Define a sequence $\left\{x_{n}\right\}$ in $C$ as follows:

$$
\left.\begin{array}{rl}
x_{1} & \in C,  \tag{3.21}\\
x_{n+1} & =\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right) \quad \forall n \in \mathbb{N},
\end{array}\right\}
$$

where $\left\{\alpha_{n}\right\} \subseteq(0,1)$ is a sequence satisfying the following conditions:
(A1) $\lim _{n \rightarrow \infty} \alpha_{n}=0$;
(A2) $\sum_{n=0}^{\infty} \alpha_{n}=\infty$.
Suppose that $\left(1-\alpha_{n}\right) k_{n} \leq 2$ for all $n \in \mathbb{N}$ and $\lim _{n \rightarrow \infty}\left\|T^{n} x_{n}-x_{n}\right\|=0$. Then the sequence $\left\{x_{n}\right\}$ defined by (3.21) strongly converges to a fixed point $z$ of $T$, which is also the unique solution of the following variational inequality

$$
\langle(I-f) x, y-x\rangle \geq 0 \quad \forall y \in \operatorname{Fix}(T)
$$

In other word, $z$ is the unique fixed point of the contraction $P_{\text {Fix }(T)} f$, that is, $P_{\text {Fix }(T)} f(z)=z$.

Proof. By taking $S=T$ and $\beta_{n}=0$ and $\gamma_{n}=1-\alpha_{n}$ for all $n \in \mathbb{N}$ in Theorem 3.1. we get this result.

Next, we give the another obtained result from Theorem 3.1 which is the main tool for applying various applications in the next section.

Theorem 3.3. Let $C$ be a nonempty closed convex subset a real Hilbert space $H$, $T: C \rightarrow C$ be a nonexpansive mapping with $\operatorname{Fix}(T) \neq \emptyset$ and $f: C \rightarrow C$ be a contraction mapping with the contractive constant $\alpha \in[0,1)$. Define a sequence $\left\{x_{n}\right\}$ in $C$ as follows:

$$
\left.\begin{array}{rl}
x_{1} & \in C  \tag{3.22}\\
x_{n+1} & =\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right) \quad \forall n \in \mathbb{N},
\end{array}\right\}
$$

where $\left\{\alpha_{n}\right\} \subseteq(0,1)$ is a sequence satisfying the following conditions:
(A1) $\lim _{n \rightarrow \infty} \alpha_{n}=0$;
(A2) $\sum_{n=0}^{\infty} \alpha_{n}=\infty$.
Then the sequence $\left\{x_{n}\right\}$ defined by (3.22) strongly converges to a fixed point $z$ of $T$, which is also the unique solution of the following variational inequality

$$
\langle(I-f) x, y-x\rangle \geq 0 \quad \forall y \in \operatorname{Fix}(T)
$$

In other word, $z$ is the unique fixed point of the contraction $P_{\text {Fix }(T)} f$, that is, $P_{\text {Fix }(T)} f(z)=z$.

Proof. By taking $S=T$ and $\beta_{n}=0$ and $\gamma_{n}=1-\alpha_{n}$ for all $n \in \mathbb{N}$ in Theorem 3.1. it is sufficient to prove that the following condition is satisfied:

$$
\lim _{n \rightarrow \infty}\left\|x_{n}-T^{n} x_{n}\right\|=0
$$

We can use the same technique of the Theorem 3.1 for proving $\left\|x_{n+1}-x_{n}\right\| \rightarrow 0$
as $n \rightarrow \infty$ and $\left\{f\left(x_{n}\right)\right\},\left\{T^{n}\left(x_{n}\right)\right\}$ are bounded. Therefore we have

$$
\begin{aligned}
\left\|x_{n}-T^{n} x_{n}\right\| \leq & \left\|x_{n}-x_{n+1}\right\|+\left\|x_{n+1}-T^{n} x_{n}\right\| \\
\leq & \left\|x_{n}-x_{n+1}\right\|+\left\|\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-T^{n} x_{n}\right\| \\
\leq & \left\|x_{n}-x_{n+1}\right\|+\alpha_{n}\left\|f\left(x_{n}\right)-T^{n}\left(x_{n}\right)\right\| \\
& +\left(1-\alpha_{n}\right)\left\|T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)-T^{n} x_{n}\right\| \\
\leq & \left\|x_{n}-x_{n+1}\right\|+\alpha_{n}\left\|f\left(x_{n}\right)-T^{n}\left(x_{n}\right)\right\|+\frac{\left(1-\alpha_{n}\right)}{2}\left\|x_{n+1}-x_{n}\right\| \\
\leq & \frac{\left(3-\alpha_{n}\right)}{2}\left\|x_{n+1}-x_{n}\right\|+\alpha_{n} M,
\end{aligned}
$$

where $M:=\sup _{n \in \mathbb{N}}\left\{\left\|f\left(x_{n}\right)-T^{n}\left(x_{n}\right)\right\|\right\}<\infty$. By taking the limit as $n \rightarrow \infty$ in the above inequality, we get $\lim _{n \rightarrow \infty}\left\|x_{n}-T^{n} x_{n}\right\|=0$. This completes the proof.

Now we give an open question whether Theorem 3.1 holds whenever we change some condition, that is, we have the following:

Open Question: Let $C$ be a nonempty closed convex subset a real Hilbert space $H, T: C \rightarrow C$ and $S: C \rightarrow C$ be two asymptotically nonexpansive mappings with the same sequence $\left\{k_{n}\right\} \subseteq[1, \infty)$ such that $\lim _{n \rightarrow \infty} k_{n}=1, U:=\operatorname{Fix}(T) \cap$ $F i x(S) \neq \emptyset$ and $f: C \rightarrow C$ be a contraction mapping with the contractive constant $\alpha \in[0,1)$. Define a sequence $\left\{x_{n}\right\}$ in $C$ as follows:

$$
\left.\begin{array}{rl}
x_{1} & \in C,  \tag{3.23}\\
x_{n+1} & =\alpha_{n} f\left(x_{n}\right)+\beta_{n} T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right)+\gamma_{n} S^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right) \quad \forall n \in \mathbb{N},
\end{array}\right\}(3
$$

where $\left\{\alpha_{n}\right\},\left\{\beta_{n}\right\},\left\{\gamma_{n}\right\} \subseteq(0,1)$ are sequences satisfying the following conditions:
(A1) $\alpha_{n}+\beta_{n}+\gamma_{n}=1$;
(A2) $\lim _{n \rightarrow \infty} \frac{k_{n}^{2}-1}{\alpha_{n}}=0$;
(A3) $\sum_{n=0}^{\infty} \alpha_{n}=\infty$;
(A4) and $\lim _{n \rightarrow \infty} \gamma_{n}=1$ and $\lim _{n \rightarrow \infty} \alpha_{n}=\lim _{n \rightarrow \infty} \beta_{n}=0$.
Suppose that $\left(1-\alpha_{n}\right) k_{n} \leq 2$ for all $n \in \mathbb{N}$ and $\lim _{n \rightarrow \infty}\left\|T^{n} x_{n}-S^{n} x_{n}\right\|=0$. Is it possible that the sequence $\left\{x_{n}\right\}$ defined by (3.23) converges strongly to a common fixed point of $S$ and $T$ ?

## 4 Applications

In this section, we present the applications of the results in the previous section. These applications are related to variational inequality problems, constrained convex minimization problems, Fredholm integral equations and nonlinear evolution equations.

### 4.1 Variational Inequality Problems

Let $C$ be a closed convex subset of a real Hilbert space $H$ and $A: C \rightarrow H$ be a given operator. Let us consider the variational inequality problem (in short, VIP) as follows:

$$
\begin{equation*}
\text { finding } x^{*} \in C \quad \text { such that } \quad\left\langle A x^{*}, x-x^{*}\right\rangle \geq 0 \quad \forall x \in C \text {. } \tag{4.1}
\end{equation*}
$$

Note that the variational inequality problem (4.1) is equivalent to the fixed point problem

$$
T x^{*}=x^{*}
$$

where $T:=P_{C}(I-\lambda A)$ and $\lambda>0$. If $A$ is an $L$-Lipschitzian mapping and $A$ is a strongly monotone mapping, for small enough $\lambda>0, T$ is a contraction mapping. So we can apply the Picard iteration for finding the unique fixed point of $T$ which is also the unique solution of the VIP 4.1). However, if $A$ is a $\theta$ inverse strongly monotone mapping and $A$ is an $L$-Lipschitzian mapping, then $P_{C}(I-\lambda A)$ is a nonexpansive mapping provided that $\lambda \in(0,2 \theta)$. Therefore, we can apply Theorem 3.3 for finding a solution of VIP 4.1) as follows.
Theorem 4.1. Let $C$ be a nonempty closed convex subset $C$ of a real Hilbert space $H, A: C \rightarrow H$ be a $\theta$-inverse strongly monotone maping for some $\theta>0, A$ is an L-Lipschitzian mapping and $\lambda \in(0,2 \theta)$. Suppose that $f: C \rightarrow C$ is a contraction mapping with the contractive constant $\alpha \in[0,1)$. A sequence $\left\{x_{n}\right\}$ define by as follows:

$$
\left.\begin{array}{rl}
x_{1} & \in C \\
x_{n+1} & =\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right)\left[P_{C}(I-\lambda A)\right]^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right) \quad \forall n \in \mathbb{N}
\end{array}\right\}
$$

where $\left\{\alpha_{n}\right\} \subseteq(0,1)$ is a sequence satisfying the conditions (A1) and (A2) of Theorem 3.3. Then the sequence $\left\{x_{n}\right\}$ strongly convergence to a solution $x^{*}$ of the VIP 4.1). Also, $x^{*}$ solves the following variational inequality

$$
\left\langle(I-f) x^{*}, x-x^{*}\right\rangle \geq 0 \quad \forall x \in A^{-1}(0)
$$

### 4.2 Constrained Convex Minimization Problems

Consider the following constrained convex minimization problem:

$$
\begin{equation*}
\min _{x \in C} \phi(x) \tag{4.2}
\end{equation*}
$$

where $C$ is a closed convex subset of a real Hilbert space $H$ and $\phi: C \rightarrow \mathbb{R}$ is a lower semicontinuous convex function and it is Frechet differentiable. Note that the constrained convex minimization problem 4.2 to the fixed point problem

$$
T x^{*}=x^{*}
$$

where $T:=P_{C}(I-\lambda \nabla \phi)$ and $\lambda>0$. Furthermore, $P_{C}(I-\lambda \nabla \phi)$ is a nonexpansive mapping provided that $\nabla \phi$ is an $L$-Lipschitzian mapping, $\nabla \phi$ is a $\theta$-inverse strongly monotone mapping and $\lambda \in(0,2 \theta)$. Thus, we can apply Theorem 3.3 to find the solution of the constrained convex minimization problem 4.2 as follows.

Theorem 4.2. Let $C$ be a nonempty closed convex subset of a real Hilbert space H. Assume that $\phi: C \rightarrow \mathbb{R}$ is Frechet differentiable, $\nabla \phi$ is an L-Lipschitzian mapping, $\nabla \phi$ is a $\theta$-inverse strongly monotone mapping and $\lambda \in(0,2 \theta)$. Suppose that $f: C \rightarrow C$ is a contraction mapping with the contractive constant $\alpha \in[0,1)$. Define a sequence $\left\{x_{n}\right\}$ as follows:

$$
\left.\begin{array}{rl}
x_{1} & \in C \\
x_{n+1} & =\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right)\left[P_{C}(I-\lambda \nabla \phi)\right]^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right) \quad \forall n \in \mathbb{N},
\end{array}\right\}
$$

where $\left\{\alpha_{n}\right\} \subseteq(0,1)$ is a sequence satisfying the conditions (A1) and (A2) of Theorem 3.3. Then the sequence $\left\{x_{n}\right\}$ strongly converges to a solution $x^{*}$ of constrained convex minimization problem 4.2. Also, $x^{*}$ solves the following variational inequality

$$
\left\langle(I-f) x^{*}, x-x^{*}\right\rangle \geq 0 \quad \forall x \in(\nabla \phi)^{-1}(0)
$$

### 4.3 Fredholm Integral Equations

Consider the Fredholm integral equation

$$
\begin{equation*}
x(t)=g(t)+\int_{0}^{1} F(t, s, x(s)) d s, \quad t \in[0,1] \tag{4.3}
\end{equation*}
$$

where $x \in L^{2}[0,1]$ is an unknown function, $g$ is a continuous function on $[0,1]$ and $F:[0,1] \times[0,1] \times \mathbb{R} \rightarrow \mathbb{R}$ is continuous and satisfies the following condition:

$$
|F(t, s, a)-F(t, s, b)| \leq|a-b|
$$

for all $t, s \in[0,1]$ and $a, b \in \mathbb{R}$. Define a mapping $T: L^{2}[0,1] \rightarrow L^{2}[0,1]$ by

$$
(T x)(t)=g(t)+\int_{0}^{1} F(t, s, x(s)) d s, \quad t \in[0,1]
$$

for all $x \in L^{2}[0,1]$. It is easy to see that $T$ is a nonexpansive mapping. Furthermore, the solution of an integral equation (4.3) is equivalence to a fixed point of nonexpansive mapping $T$. Therefore, we can apply Theorem 3.3 for finding the solution of an integral equation 4.3 as follows.

Theorem 4.3. Let us consider $g, F, T$ and $L^{2}[0,1]$ define same as above. Suppose that $f: L^{2}[0,1] \rightarrow L^{2}[0,1]$ is a contraction mapping with the contractive constant $\alpha \in[0,1)$. Define a sequence $\left\{x_{n}\right\}$ in $L^{2}[0,1]$ as follows:

$$
\left.\begin{array}{rl}
x_{1} & \in L^{2}[0,1] \\
x_{n+1} & =\alpha_{n} f\left(x_{n}\right)+\left(1-\alpha_{n}\right) T^{n}\left(\frac{x_{n}+x_{n+1}}{2}\right) \quad \forall n \in \mathbb{N},
\end{array}\right\}
$$

where $\left\{\alpha_{n}\right\} \subseteq(0,1)$ is a sequence satisfying the conditions (A1) and (A2) of Theorem 3.3. Then the sequence $\left\{x_{n}\right\}$ strongly converges to a solution $x^{*}$ of the Fredholm integral equation 4.3). Also, $x^{*}$ solves the following variational inequality

$$
\left\langle(I-f) x^{*}, x-x^{*}\right\rangle \geq 0 \quad \forall x \in \operatorname{Fix}(T)
$$

### 4.4 Nonlinear Evolution Equations

Let us consider the time-dependent nonlinear evolution equation in a real Hilbert space $H$ as follows:

$$
\begin{equation*}
\frac{d u}{d t}+A(t) u=f(t, u), \quad t>0 \tag{4.4}
\end{equation*}
$$

where $A(t)$ is a family of closed linear operators in $H$ and $f: \mathbb{R} \times H \rightarrow H$ is a given operator. The following existence result of a periodic solution of a nonlinear evolution equation (4.4) is proved by Browder [11] in 1965.

Theorem 4.4. Consider the time-dependent nonlinear equation of the evolution (4.4). Assume that $A(t)$ and $f(t, u)$ are periodic in $t$ with a common period $\xi>0$ and the following assumptions hold.
(i) For each $t$ and each pair $u$ and $v$ in $H$, we get

$$
\langle f(t, u)-f(t, v), u-v\rangle \leq 0
$$

(ii) For each $t$ and $u$ in $D(A(t))$, we have $\langle A(t) u, u\rangle \geq 0$.
(iii) There exists a mild solution $u$ of an equation (4.4 on $\mathbb{R}^{+}$with the initial value $v \in H$. Recall that $u$ is a mild solution of an equation (4.4) on $\mathbb{R}^{+}$ with the initial value $u(0)=v$ if and only if for each $t>0$, we have

$$
u(t)=U(t, 0) v+\int_{0}^{t} U(t, s) f(s, u(s)) d s
$$

where $\{U(t, s)\}_{t \geq s \geq 0}$ is the evolution system for the homogeneous linear system

$$
\frac{d u}{d t}+A(t) u=0, \quad(t>s)
$$

(iv) There exists $R>0$ such that $\langle f(t, u), u\rangle<0$ for $\|u\|=R$ and all $t$ in $[0, \xi]$.

Then there exists an element $v$ of $H$ with $\|u\|<R$ such that the mild solution of nonlinear evolution equation (4.4) with initial condition $u(0)=v$, is periodic of period $\xi$.

Consider the time-dependent nonlinear evolution equation 4.4. If we define a mapping $T: H \rightarrow H$ by

$$
T(v)=u(\xi) \text { for all } v \in H
$$

where $u$ is the solution of (4.4) which satisfy $u(0)=v$. From 11, $T$ is a nonexpansive mapping. Also, if (iv) holds, then $T$ is a self mapping on the closed ball $B:=\{v \in H:\|v\| \leq R\}$. Consequently, $T$ has a fixed point in $B$ which we denote by $v$ and the corresponding solution of $u$ of 4.4 with $u(0)=v$ is the desired periodic solution of 4.4 with period $\xi$. In other word, to find a periodic solution of the time-dependent nonlinear evolution equation 4.4 is equivalent to find a fixed point of $T$. Therefore, we can use Theorem 3.22 for finding the periodic solution of a nonlinear evolution equation (4.4). Thus, the following algorithm:

$$
\left.\begin{array}{rl}
v_{1} & \in B  \tag{4.5}\\
v_{n+1} & =\alpha_{n} f\left(v_{n}\right)+\left(1-\alpha_{n}\right)\left[P_{C}(I-\lambda A)\right]^{n}\left(\frac{v_{n}+v_{n+1}}{2}\right) \quad \forall n \in \mathbb{N},
\end{array}\right\}
$$

where $\left\{\alpha_{n}\right\}$ is a sequence satisfying the conditions (A1) and (A2) of Theorem 3.3. converges weakly to a fixed point $v$ of $T$ and then the corresponding mild solution $u$ of (4.4) with $u(0)=\xi$ is a periodic solution of (4.4).
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