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#### Abstract

Our goal for the present paper is to propose new method called the Fractional Natural Decomposition Method (FNTM). We use the FNTM to construct analytic approximate and exact solutions to some applications of Linear Fractional Ordinary Differential Equation (LFODEs), namely; the fractional nonhomogeneous Bagley-Torvik equation, the composite fractional oscillation equation and three other fractional ordinary differential equations. The fractional derivatives are described in the Caputo sense. One can conclude the new method is easy and efficient.
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## 1 Introduction

There are many physical applications in physical sciences and engineering can be represented by models using fractional differential equations, such as; viscoelasticity, diffusion, control, relaxation process and so on $[1-6]$. These equations are represented by linear and nonlinear ODEs and solving such fractional differential equations is very important. In recent years, fractional calculus starts to attract much more attention of Physicists and Mathematicians. Most of fractional differ-
ential equations do not have exact analytical solutions; hence considerable need has been focused on approximate and numerical solutions of these equations.

In this article, we develop a new computational algorithm for solving linear fractional ordinary differential equations called the fractional Natural Transform Method (FNTM). The proposed method always lead to exact or approximate solution in the form of a rapidly convergence series with elegant computational terms. This shows the efficiency, flexibility and applicability of the new method. Hence the FNTM is a powerful mathematical tool for solving differential equations and it is a refinement of the existing methods.

Recently, several numerical methods were proposed to solve the fractional differential equations, such as; the Fractional Sumudu Transform Method (FSTM) [7, 8], Fractional Matrix method [9], Fractional Homotopy Perturbation Method (FHPM) [10, 11], Fractional Adomian decomposition method (FADM) [12], the Fractional Reduced Differential Transform Method (FRDTM) [13-16], the Natural Decomposition Method [17]. The Adomian decomposition method (ADM) [18, 19], proposed by George Adomian, has been applied to a wide class of linear and nonlinear PDEs. For the nonlinear models, the ADM shows reliable results in supplying exact solutions and analytical approximate solutions that converges rapidly to the exact solutions. One can conclude the FNTM is easy to use and efficient.

In this paper, we give exact solutions to the following fractional ordinary differential equations:

First, consider the initial value problem in the case of nonhomogeneous BagleyTorvik equation of the form:

$$
\begin{equation*}
D^{2} y(t)+D^{3} / 2 y(t)+y(t)=1+t \tag{1.1}
\end{equation*}
$$

subject to the initial conditions

$$
\begin{equation*}
y(0)=y^{\prime}(0)=1 \tag{1.2}
\end{equation*}
$$

Second, consider the nonhomogeneous initial value problem of the form:

$$
\begin{equation*}
D^{\alpha} y(t)+y(t)=\frac{2 t^{2-\alpha}}{\Gamma(3-\alpha)}-\frac{t^{1-\alpha}}{\Gamma(2-\alpha)}+t^{2}-x \tag{1.3}
\end{equation*}
$$

subject to the initial condition

$$
\begin{equation*}
y(0)=0, \quad 0<\alpha \leq 1 \tag{1.4}
\end{equation*}
$$

Third, consider the linear fractional initial value problem of the form:

$$
\begin{equation*}
D^{\alpha} y(t)+y(t)=0 \tag{1.5}
\end{equation*}
$$

subject to the initial conditions

$$
\begin{equation*}
y(0)=1, \quad y^{\prime}(0)=0, \alpha>1 \tag{1.6}
\end{equation*}
$$

Fourth, consider the linear fractional initial value problem of the form:

$$
\begin{equation*}
D^{\alpha} y(t)=y(t)+1, \quad 0<\alpha \leq 1, \tag{1.7}
\end{equation*}
$$

subject to the initial condition

$$
\begin{equation*}
y(0)=0 . \tag{1.8}
\end{equation*}
$$

Fifth, consider the composite fractional oscillation equation of the form:

$$
\begin{equation*}
y^{\prime \prime}(t)-a D^{\alpha} y(t)-b y(t)=8, \tag{1.9}
\end{equation*}
$$

subject to the initial condition

$$
\begin{equation*}
y(0)=y^{\prime}(0)=0, \tag{1.10}
\end{equation*}
$$

where $a$ and $b$ are constants, $D=\frac{d}{d t}$ and $1<\alpha \leq 2$.
The remaining structure of this paper is organized as follows: In Section 2, we present preliminaries and definitions of fractional calculus. In Section 3, the Natural Transform Method (NTM) is presented. In Section 4, the Fractional Natural Transform Method (FNTM) is introduced. Section 5 is devoted to apply the method to five test problems. Section 6 is for discussion and conclusion of this paper.

## 2 Preliminaries of Fractional Calculus

In this section, we give some of the main definitions and notations that related to fractional calculus. These basic definitions are due to Liouville [20-22]:
Definition 2.1. A real function $f(x), x>0$ is said to be in the space $C_{\mu}, \mu \in \mathbb{R}$ if there exists a real number $q(>\mu)$, such that $f(x)=x^{q} g(x)$, where $g(x) \in C[0, \infty)$, and it is said to be in the space $C_{\mu}^{m}$ if $f^{(m)} \in C_{\mu}, m \in \mathbb{N}$.
Definition 2.2. For a function $f$, the Riemann-Liouville fractional integral operator of order $\alpha \geq 0$, is defined as:

$$
\left\{\begin{array}{l}
J^{\alpha} f(x)=\frac{1}{\Gamma(\alpha)} \int_{0}^{x}(x-t)^{\alpha-1} f(t) d t, \alpha>0, x>0  \tag{2.1}\\
J^{0} f(x)=f(x)
\end{array}\right\} .
$$

Caputo and Mainardi [21] presented a modified fractional differentiation operator $D^{\alpha}$ in their work on the theory of viscoelasticity to overcome the disadvantages of the Riemann-Liouville derivative when someone tries to model real world problems.
Definition 2.3. The fractional derivative of $f$ in the Caputo sense can be defined as:

$$
\left\{\begin{array}{l}
{ }^{c} D^{\alpha} f(x)=J^{m-\alpha} D^{m} f(x)=\frac{1}{\Gamma(m-\alpha)} \int_{0}^{x}(x-t)^{m-\alpha-1} f^{(m)}(t) d t,  \tag{2.2}\\
m-1<\alpha \leq m, m \in \mathbb{N}, x>0, f \in C_{-1}^{m}
\end{array}\right\} .
$$

Definition 2.4. [23] A one-parameter function of the Mittag-Leffler type is defined by the series expansion:

$$
\begin{equation*}
E_{\alpha}(z)=\sum_{k=0}^{\infty} \frac{z^{k}}{\Gamma(\alpha k+1)}, \quad \alpha>0, z \in \mathbb{C} \tag{2.3}
\end{equation*}
$$

Lemma 2.5. If $m-1<\alpha \leq m, m \in \mathbb{N}$ and $f \in C_{\mu}^{m}, \mu \geq-1$, then

$$
\left\{\begin{array}{l}
D^{\alpha} J^{\alpha} f(x)=f(x), x>0  \tag{2.4}\\
J^{\alpha} D^{\alpha} f(x)=f(x)-\sum_{k=0}^{m-1} f^{(k)}\left(0^{+}\right) \frac{x^{k}}{k!}, m-1<\alpha<m
\end{array}\right\} .
$$

It should be mentioned here, the Caputo fractional derivative is used because it allows traditional initial and boundary conditions to be included in the formulation of the problem.

Remark 2.6. Note that, $\Gamma$ represents the Gamma function, which is defined by:

$$
\begin{equation*}
\Gamma(z):=\int_{0}^{\infty} e^{-t} t^{z-1} d t, \quad z \in \mathbb{C} \tag{2.5}
\end{equation*}
$$

Notice that the Gamma function is the continuous extension to the fractional function. Throughout this paper, we use the recursive relation $\Gamma(z+1)=z \Gamma(z), z>0$ to calculate the value of the Gamma function of all real numbers by knowing only the value of the Gamma function between 1 and 2 .

## 3 History of the Natural Transform Method

In this section, we present some background about the nature of the Natural Transform Method (NTM). Given a function $f(t)$, where $t \in \mathbb{R}$ then the general integral transform is defined by [24, 25]:

$$
\begin{equation*}
\Im[f(t)](s)=\int_{-\infty}^{\infty} K(s, t) f(t) d t \tag{3.1}
\end{equation*}
$$

where $K(s, t)$ represent the kernel of the transform, $s$ is the real (complex) number which is independent of $t$. Note that when $K(s, t)$ is $e^{-s t}, t J_{n}(s t)$ and $t^{s-1}(s t)$, then Eq. (3.1) gives, respectively, Laplace transform, Hankel transform and Mellin transform.
Now, for $f(t), t \in(-\infty, \infty)$ consider the integral transforms defined by

$$
\begin{equation*}
\Im[f(t)](u)=\int_{-\infty}^{\infty} K(t) f(u t) d t \tag{3.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\Im[f(t)](s, u)=\int_{-\infty}^{\infty} K(s, t) f(u t) d t \tag{3.3}
\end{equation*}
$$

It is worth mentioning when $K(t)=e^{-t}$, Eq. (3.2) gives the integral Sumudu transform, where the parameter $s$ replaced by $u$. Moreover, for any value of $n$ the generalized Laplace and Sumudu transform are respectively defined by [7, 24]:

$$
\begin{equation*}
\ell[f(t)]=F(s)=s^{n} \int_{0}^{\infty} e^{-s^{n+1} t} f\left(s^{n} t\right) d t \tag{3.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{S}[f(t)]=G(u)=u^{n} \int_{0}^{\infty} e^{-u^{n} t} f\left(t u^{n+1}\right) d t \tag{3.5}
\end{equation*}
$$

Note that when $n=0$, Eq. (3.4) and Eq. (3.5) are the Laplace and Sumudu transform respectively. The natural transform of the function $f(t)$ for $t \in \mathbb{R}$ is defined by $[24,25]$ :

$$
\begin{equation*}
\mathbb{N}[f(t)]=R(s, u)=\int_{-\infty}^{\infty} e^{-s t} f(u t) d t ; \quad s, u \in(-\infty, \infty) \tag{3.6}
\end{equation*}
$$

where $\mathbb{N}[f(t)]$ is the natural transformation of the time function $f(t)$ and the variables $s$ and $u$ are the natural transform variables. Note that Eq. (3.6) can be written in the form [7, 24]:

$$
\mathbb{N}[f(t)]=R^{-}(s, u)+R^{+}(s, u)
$$

It should be mentioned here, if the function $f(t) H(t)$ is defined on the positive real axis, with $t \in \mathbb{R}$, then we define the Natural transform ( N -Transform) on the set

$$
\begin{gather*}
A=\left\{f(t): \exists M, \tau_{1}, \tau_{2}>0, \text { such that }|f(t)|<M e^{\frac{|t|}{\tau_{j}}},\right. \\
\text { where } \left.t \in(-1)^{j} \times[0, \infty), j \in \mathbb{Z}^{+}\right\} \text {as: } \\
\mathbb{N}[f(t) H(t)]=\mathbb{N}^{+}[f(t)]=R^{+}(s, u)=\int_{0}^{\infty} e^{-s t} f(u t) d t ; \quad s, u \in(0, \infty), \tag{3.7}
\end{gather*}
$$

where $H($.$) is the Heaviside function. Note if u=1$, Eq. (3.7) can be reduced to the Laplace transform and if $s=1$, Eq. (3.7) can be reduced to the Sumudu transform.

Now we give some of the N-Transforms and the conversion to Sumudu and Laplace.

Table 1. Special N-Transforms and the conversion to Sumudu and Laplace

| $f(t)$ | $\mathbb{N}[f(t)]$ | $\mathbb{S}[f(t)]$ | $\ell[f(t)]$ |
| :--- | :--- | :--- | :--- |
| 1 | $\frac{1}{s}$ | 1 | $\frac{1}{s}$ |
| $t$ | $\frac{u}{s^{2}}$ | $u$ | $\frac{1}{s^{2}}$ |
| $e^{a t}$ | $\frac{1}{s-a u}$ | $\frac{1}{1-a u}$ | $\frac{1}{s-a}$ |
| $\frac{t^{n-1}}{(n-1)!}, n=1,2, \ldots$ | $\frac{u^{n-1}}{s^{n}}$ | $u^{n-1}$ | $\frac{1}{s^{n}}$ |
| $\sin (t)$ | $\frac{u}{s^{2}+u^{2}}$ | $\frac{u}{1+u^{2}}$ | $\frac{1}{1+s^{2}}$ |

Remark 3.1. The reader can read more about the Natural transform in [24, 25].
Now we give some important properties of the N -Transforms are given as follows [24-26]:

Table 2. Properties of N-Transforms

| Functional Form | Natural Transform |
| :--- | :--- |
| $y(t)$ | $Y(s, u)$ |
| $y(a t)$ | $\frac{1}{a} Y(s, u)$ |
| $y^{\prime}(t)$ | $\frac{s}{u} Y(s, u)-\frac{f(0)}{u}$ |
| $y^{\prime \prime}(t)$ | $\frac{s^{2}}{u^{2}} Y(s, u)-\frac{s}{u^{2}} y(0)-\frac{y^{\prime}(0)}{u}$ |
| $\gamma f(t)+\beta g(t)$ | $\gamma F^{+}(s, u) \pm \beta G^{+}(s, u)$ |

## Important Properties:

We give some basic properties of the N -Transforms as follows [24, 25]:

1. $\mathbb{N}^{+}\left[t^{\alpha}\right]=\frac{\Gamma(\alpha+1) u^{\alpha}}{s^{\alpha+1}}, \alpha>-1$.
2. $\mathbb{N}^{+}\left[f^{(n)}(t)\right]=\frac{s^{n}}{u^{n}} R(s, u)-\sum_{k=0}^{n-1} \frac{s^{n-(k+1)}}{u^{n-k}} f^{(k)}(0)$.
3. $\mathbb{N}^{+}[f(t) * g(t)]=u R(s, u) G(s, u)$. This is called the convolution theorem of N -Transform.
4. If $\mathrm{R}(\mathrm{s}, \mathrm{u})$ and $\mathrm{G}(\mathrm{u})$ are, respectively, the Natural and Sumudu transforms
of the function $f(\mathrm{t}) \in A$, then $\mathbb{N}^{+}[f(t)]=R(s, u)=\int_{0}^{\infty} e^{-t} f\left(\frac{u t}{s}\right) d t=\frac{1}{s} G\left(\frac{u}{s}\right)$.
This property is called the Natural-Sumudu Duality (NSD).

## 4 Theories of the FNTM

In this section, we give some important theorems and we illustrate the analysis of the Fractional Transform Method to some nonlinear ordinary differential equations. Also, it should be mentioned, these theorems were part of a master thesis (In Progress) supervised by the author of this paper.

Theorem 4.1. If for any positive integer $n$, where $n-1 \leq \alpha<n$ and $R(s, u)$ is the Natural transform of the function $f(t)$, then the Natural transform, $R_{\alpha}^{c}(s, u)$ of the Caputo fractional derivative of the function $f(t)$ of order $\alpha$ denoted by ${ }^{c} D^{\alpha} f(t)$ is given by:

$$
R_{\alpha}^{c}(s, u)=\mathbb{N}^{+}\left[{ }^{c} D^{\alpha} f(t)\right]=\frac{s^{\alpha}}{u^{\alpha}} R(s, u)-\sum_{k=0}^{n-1} \frac{s^{\alpha-(k+1)}}{u^{\alpha-k}}\left[D^{k} f(t)\right]_{t=0}
$$

Theorem 4.2. For $\alpha, \beta>0, a \in \mathbb{R}$ and $\frac{s^{\alpha}}{u^{\alpha}}>|a|$, then:

$$
\mathbb{N}^{-1}\left[\frac{u^{\beta-1} s^{\alpha-\beta}}{s^{\alpha}+a u^{\alpha}}\right]=t^{\beta-1} E_{\alpha, \beta}\left(-a t^{\alpha}\right)
$$

Theorem 4.3. For $\alpha \geq \beta>0, a \in \mathbb{R}$ and $\left(\frac{u}{s}\right)^{\alpha-\beta}>|a|$, then:

$$
\mathbb{N}^{-1}\left[\frac{u^{(n+1)(\alpha+\beta)-1}}{\left(s^{\alpha} u^{\beta}+a u^{\alpha} s^{\beta}\right)^{n+1}}\right]=t^{\alpha(n+1)-1} \sum_{k=0}^{\infty} \frac{(-a)^{k}\binom{n+k}{k}}{\Gamma(k(\alpha-\beta)+(n+1) \alpha)} t^{k(\alpha-\beta)} .
$$

Theorem 4.4. For $\alpha \geq \beta, \alpha>\gamma, a \in \mathbb{R},\left(\frac{u}{s}\right)^{\alpha-\beta}>|a|$ and $\left|\frac{b u^{\alpha+\beta}}{s^{\alpha} u^{\beta}+a u^{\alpha} s^{\beta}}\right|<1$, we have

$$
\begin{aligned}
& \mathbb{N}^{-1}\left[\frac{u^{\alpha-(\gamma+1)+\beta} s^{\gamma}}{s^{\alpha} u^{\beta}+a u^{\alpha} s^{\beta}+b u^{\alpha+\beta}}\right] \\
& =t^{\alpha-(\gamma+1)} \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \frac{(-b)^{n}(-a)^{k}\binom{n+k}{k}}{\Gamma(k(\alpha-\beta)+(n+1) \alpha-\gamma)} t^{k(\alpha-\beta)+n \alpha}
\end{aligned}
$$

## 5 Worked Examples

In this section, we present five worked examples to show the efficiency of the FNTM then we will compare our solutions with existing one.

Example 5.1. Consider the initial value problem in the case of nonhomogeneous Bagley-Torvik equation of the form:

$$
\begin{equation*}
D^{2} y(t)+D^{3 / 2} y(t)+y(t)=1+t \tag{5.1}
\end{equation*}
$$

subject to the initial conditions

$$
\begin{equation*}
y(0)=y^{\prime}(0)=1 \tag{5.2}
\end{equation*}
$$

Solution: Using the Natural transform of derivative and Natural transform of the Caputo fractional derivative of order $\frac{3}{2}$, we obtain:

$$
\begin{equation*}
\frac{s^{2}}{u^{2}} Y(s, u)-\frac{s y(0)}{u^{2}}+\frac{s^{3 / 2}}{u^{3 / 2}} Y(s, u)-\frac{s^{1 / 2}}{u^{3 / 2}} y(0)-\frac{s^{-1 / 2}}{u^{1 / 2}} y^{\prime}(0)+Y(s, u)=\frac{1}{s}+\frac{u}{s^{2}} \tag{5.3}
\end{equation*}
$$

Substitute Eq. (5.2) into Eq. (5.3) to get:

$$
\begin{equation*}
Y(s, u)\left[\frac{s^{2}}{u^{2}}+\frac{s^{3 / 2}}{u^{3 / 2}}+1\right]=\frac{s}{u^{2}}+\frac{1}{u}+\frac{s^{1 / 2}}{u^{3 / 2}}+\frac{1}{s}+\frac{u}{s^{2}}+\frac{1}{(u s)^{1 / 2}} \tag{5.4}
\end{equation*}
$$

Then Eq. (5.4) becomes:

$$
\begin{equation*}
Y(s, u)\left[\frac{s^{2}}{u^{2}}+\frac{s^{3 / 2}}{u^{3 / 2}}+1\right]=\left(\frac{1}{s}+\frac{u}{s^{2}}\right)\left(\frac{s}{u^{2}}+\frac{s^{1 / 2}}{u^{3 / 2}}+1\right) \tag{5.5}
\end{equation*}
$$

From Eq. (5.5) we obtain:

$$
\begin{equation*}
Y(s, u)=\left(\frac{1}{s}+\frac{u}{s^{2}}\right) \tag{5.6}
\end{equation*}
$$

Now we take the inverse N-Transform of Eq. (5.6) to get:

$$
y(t)=1+t
$$

This is the exact solution of Eq. (5.1).
Example 5.2. Consider the nonhomogeneous initial value problem of the form:

$$
\begin{equation*}
D^{\alpha} y(t)+y(t)=\frac{2 t^{2-\alpha}}{\Gamma(3-\alpha)}-\frac{t^{1-\alpha}}{\Gamma(2-\alpha)}+t^{2}-x \tag{5.7}
\end{equation*}
$$

subject to the initial condition

$$
\begin{equation*}
y(0)=0, \quad 0<\alpha \leq 1 \tag{5.8}
\end{equation*}
$$

Solution: Using Theorem 1 and the Natural transform of derivative, we obtain:

$$
\begin{aligned}
& \frac{s^{\alpha}}{u^{\alpha}} Y(s, u)-\frac{y(0)}{u^{\alpha}}+Y(s, u) \\
& =\frac{2 u^{2-\alpha}}{\Gamma(3-\alpha)} \frac{\Gamma(3-\alpha)}{s^{3-\alpha}}-\frac{1}{\Gamma(2-\alpha)} \frac{\Gamma(2-\alpha) u^{1-\alpha}}{s^{2-\alpha}}+\frac{2 u^{2}}{s^{3}}-\frac{u}{s^{2}}
\end{aligned}
$$

Then

$$
\begin{equation*}
Y(s, u)\left(\frac{s^{\alpha}}{u^{\alpha}}+1\right)=\frac{2 u^{2-\alpha}}{s^{3-\alpha}}-\frac{u^{1-\alpha}}{s^{2-\alpha}}+\frac{2 u^{2}}{s^{3}}-\frac{u}{s^{2}} \tag{5.9}
\end{equation*}
$$

Thus

$$
\begin{equation*}
Y(s, u)=\left(\frac{2 u^{2}}{s^{3}}-\frac{u}{s^{2}}\right) \tag{5.10}
\end{equation*}
$$

Now we take the inverse N-Transform of Eq. (5.11) to get

$$
\begin{equation*}
y(t)=t^{2}-t \tag{5.11}
\end{equation*}
$$

This is the exact solution of Eq. (5.7).
Example 5.3. Consider the linear fractional initial value problem of the form:

$$
\begin{equation*}
D^{\alpha} y(t)+y(t)=0 \tag{5.12}
\end{equation*}
$$

subject to the initial conditions

$$
\begin{equation*}
y(0)=1, \quad y^{\prime}(0)=0, \alpha>1 \tag{5.13}
\end{equation*}
$$

Solution: The two cases of $\alpha, \mathbb{N}^{+}\left[D^{\alpha} y(t)\right]$ are given as follows: For both $\alpha<1$ and $\alpha>1$ using Theorem 1, we obtain:

$$
\begin{equation*}
\frac{s^{\alpha}}{u^{\alpha}} Y(s, u)-\frac{s^{\alpha-1} y(0)}{u^{\alpha}}-\frac{s^{\alpha-2} y^{\prime}(0)}{u^{\alpha-1}}+Y(s, u)=0 . \tag{5.14}
\end{equation*}
$$

Substituting Eq. (5.13) we have:

$$
\frac{s^{\alpha}}{u^{\alpha}} Y(s, u)-\frac{s^{\alpha-1}}{u^{\alpha}}+Y(s, u)=0
$$

Then

$$
\begin{equation*}
Y(s, u)\left(\frac{s^{\alpha}}{u^{\alpha}}+1\right)=\frac{s^{\alpha-1}}{u^{\alpha}} \tag{5.15}
\end{equation*}
$$

Thus

$$
\begin{equation*}
Y(s, u)=\frac{\frac{s^{\alpha-1}}{u^{\alpha}}}{\left(\frac{s}{u}\right)^{\alpha}+1} \tag{5.16}
\end{equation*}
$$

Then by using Theorem 2, we obtain the exact solution as:

$$
y(t)=E_{\alpha}\left(-t^{\alpha}\right)
$$

This is the exact solution of Eq. (5.12).

Example 5.4. Consider the linear fractional initial value problem of the form:

$$
\begin{equation*}
D^{\alpha} y(t)=y(t)+1, \quad 0<\alpha \leq 1 \tag{5.17}
\end{equation*}
$$

subject to the initial condition

$$
\begin{equation*}
y(0)=0 \tag{5.18}
\end{equation*}
$$

Solution: Using Theorem 1, we obtain:

$$
\begin{equation*}
\frac{s^{\alpha}}{u^{\alpha}} Y(s, u)=Y(s, u)+\frac{1}{s} \tag{5.19}
\end{equation*}
$$

Then

$$
Y(s, u)\left(\frac{s^{\alpha}}{u^{\alpha}}-1\right)=\frac{1}{s}
$$

Thus

$$
\begin{equation*}
Y(s, u)=\frac{s^{-1} u^{\alpha}}{s^{\alpha}-u^{\alpha}}=\frac{s^{-1}}{\left(\frac{s}{u}\right)^{\alpha}-1} \tag{5.20}
\end{equation*}
$$

Then by using Theorem 2, we obtain the exact solution as:

$$
y(t)=t^{\alpha} E_{\alpha, \alpha+1}\left(t^{\alpha}\right)
$$

This is the exact solution of Eq. (5.17).
Example 5.5. Consider the composite fractional oscillation equation of the form:

$$
\begin{equation*}
y^{\prime \prime}(t)-a D^{\alpha} y(t)-b y(t)=8,1<\alpha \leq 2 \tag{5.21}
\end{equation*}
$$

subject to the initial conditions

$$
\begin{equation*}
y(0)=y^{\prime}(0)=0 \tag{5.22}
\end{equation*}
$$

Solution: Using Theorem 1 and the Natural transform of derivative, we obtain:
$\frac{s^{2}}{u^{2}} Y(s, u)-\frac{s y(0)}{u^{2}}-\frac{y^{\prime}(0)}{u}-a\left[\frac{s^{\alpha}}{u^{\alpha}} Y(s, u)-\frac{s^{\alpha-1} y(0)}{u^{\alpha}}-\frac{s^{\alpha-2} y^{\prime}(0)}{u^{\alpha-1}}\right]-b Y(s, u)=\frac{8}{u}$.
Substituting Eq. (5.22) into Eq. (5.23) to get:

$$
\begin{equation*}
\frac{s^{2}}{u^{2}} Y(s, u)-\frac{a s^{\alpha}}{u^{\alpha}} Y(s, u)-b Y(s, u)=\frac{8}{s} \tag{5.24}
\end{equation*}
$$

Then Eq. (5.24) becomes:

$$
\begin{equation*}
Y(s, u)\left(\frac{s^{2}}{u^{2}}-\frac{a s^{\alpha}}{u^{\alpha}}-b\right)=\frac{8}{s} \tag{5.25}
\end{equation*}
$$

Thus

$$
\begin{equation*}
Y(s, u)=\frac{8 s^{-1}}{\left(\frac{s}{u}\right)^{2} u^{\alpha}-a\left(\frac{s}{u}\right)^{\alpha} u^{2}-b} \tag{5.26}
\end{equation*}
$$

Using Theorem 4 we obtain the exact solution given by:

$$
y(t)=8 t^{2} \sum_{n=0}^{\infty} \sum_{k=0}^{\infty} \frac{b^{n} a^{k}\binom{n+k}{k} t^{(2-\alpha) k+2 n}}{\Gamma((2-\alpha) k+2(n+1)+1)} .
$$

This is the exact solution of Eq. (5.21).

## 6 Conclusion

In this paper, the Fractional Natural Transform Method (FNTM) has been successfully applied to obtain analytical solutions to the fractional ordinary differential equations, such as; the fractional nonhomogeneous Bagley-Torvik equation, the composite fractional oscillation equation and three other fractional ordinary differential equations. We successfully found exact solutions to all physical models. The FNTM introduces a significant improvement in the fields over existing techniques. Our goal in the future is to apply the FNTM to other linear fractional ODEs that arise in other areas of science.
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