# On Solving the Split Feasibility Problem and the Fixed Point Problem in Banach Spaces 

Prasit Cholamjiak ${ }^{\dagger}$ and Pongsakorn Sunthrayuth ${ }^{\ddagger \square^{(1)}}$<br>$\ddagger$ School of Science, University of Phayao, Phayao, Thailand<br>e-mail : prasitch2008@yahoo.com<br>${ }^{\ddagger}$ Department of Mathematics and Computer Science, Faculty of Science and Technology, Rajamangala University of Technology Thanyaburi, Pathumthani, Thailand e-mail : pongsakorn_su@rmutt.ac.th


#### Abstract

In this paper, we introduce an iterative method for solving the split feasibility problem and the fixed point problem of countable family of Bregman relatively nonexpansive mappings in the framework of $p$-uniformly convex and uniformly smooth Banach spaces. Then, we prove strong convergence theorem of the sequence generated by our iterative scheme with a new way of selecting the step-size which does not require the computation on the norm of the bounded linear operator. The obtained result of this paper complements many recent results in this direction.
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## 1 Introduction

Let $E_{1}$ and $E_{2}$ be two $p$-uniformly convex real Banach spaces which are also

[^0]uniformly smooth．Let $C$ and $Q$ be nonempty，closed and convex subsets of $E_{1}$ and $E_{2}$ ，respectively．Let $A: E_{1} \rightarrow E_{2}$ be a bounded linear operator and $A^{*}: E_{2}^{*} \rightarrow E_{1}^{*}$ be its adjoint of $A$ ．The split feasibility problem（SFP）is to find an element
\[

$$
\begin{equation*}
\hat{x} \in C \text { such that } A \hat{x} \in Q \text {. } \tag{1.1}
\end{equation*}
$$

\]

The set of solutions of problem（［⿴囗十 ）is denoted by $\Gamma$ ，i．e．，$\Gamma:=\{x \in C: A x \in Q\}$ ． It is well known that if $\Gamma$ is nonempty then $\Gamma$ is a closed and convex subset of $E_{1}$ ． The SFP was first introduced，in a finite dimensional Hilbert space，by Censor－ Elfving［T］in 1994 for modeling inverse problems in radiation therapy treatment planning which arise from phase retrieval and in medical image reconstruction （see［ $[2]$ ）．The SFP has also been studied by numerous authors in both finite and


For solving the SFP in Banach spaces，Schöpfer et al．［14］first introduced the following algorithm for solving the SFP：$x_{1} \in E_{1}$ and

$$
\begin{equation*}
x_{n+1}=\Pi_{C} J_{E_{1}}^{*}\left[J_{E_{1}}\left(x_{n}\right)-\lambda_{n} A^{*} J_{E_{2}}\left(A x_{n}-P_{Q}\left(A x_{n}\right)\right)\right], n \geq 1, \tag{1.2}
\end{equation*}
$$

where $\left\{\lambda_{n}\right\}$ is a positive sequence，$\Pi_{C}$ denotes the generalized projection on $E$ ， $P_{Q}$ is the metric projection on $E_{2}, J_{E_{1}}$ is the duality mapping on $E_{1}$ and $J_{E_{1}}^{*}$ is the duality mapping on $E_{1}^{*}$ ．It was proved that the sequence $\left\{x_{n}\right\}$ converges weakly to a solution of SFP，under some mild conditions，in $p$－uniformly convex and uniformly smooth Banach spaces．

Recently，Shehu et al．［15］introduced an iterative scheme for solving the SFP and the fixed point problem of Bregman strongly nonexpansive mapping $T$ in the framework of $p$－uniformly convex real Banach spaces which are also uniformly smooth as follows：Let $u \in C, u_{1} \in E_{1}$ and

$$
\left\{\begin{array}{l}
x_{n}=\Pi_{C} J_{q}^{E_{1}^{*}}\left(J_{p}^{E_{1}}\left(u_{n}\right)-\lambda_{n} A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right)  \tag{1.3}\\
u_{n+1}=\Pi_{C} J_{q}^{E_{1}^{*}}\left[\alpha_{n} J_{p}^{E_{1}}(u)+\left(1-\alpha_{n}\right)\left(\beta_{n} J_{p}^{E_{1}}\left(x_{n}\right)+\left(1-\beta_{n}\right) T x_{n}\right)\right], \quad \forall n \geq 1,
\end{array}\right.
$$

where $\left\{\alpha_{n}\right\}$ and $\left\{\beta_{n}\right\}$ are sequences in $(0,1)$ and the step－size $\lambda_{n}$ is chosen by $0<t \leq \lambda_{n} \leq k<\left(\frac{q}{\kappa_{q}\|A\|^{q}}\right)^{\frac{1}{q-1}}$ ．

They proved that the sequence $\left\{x_{n}\right\}$ and $\left\{u_{n}\right\}$ defined by（L．3）converge strongly to a point in $F(T) \cap \Gamma$ under some mild conditions．However，it is ob－ served that iterative method（ $\mathbb{K} \cdot 3)$ involves step－size that depend on the operator norm $\|A\|$（matrix in the finite－dimensional space），which may not be calculated easily in general．It makes the implementation of the iteration process inefficient when the computation of the operator norm $\|A\|$ is not explicit（see［［16，［77］）．

Motivated by the previous works，we introduce an iterative method for solving the split feasibility problem and the fixed point problem of countable family of Bregman relatively nonexpansive mappings in the framework of $p$－uniformly con－ vex and uniformly smooth Banach spaces．Then，we prove strong convergence theorem of the sequence generated by our iterative scheme with a new way of selecting the step－size which does not require the computation on the norm of
the bounded linear operator. Our result complements the results of Byrne [ $Z 2]$, Schöpfer et al. [I4], Wang [IV], Shehu et al. [I5], Shehu et al. [IM] and many other recent results in the literature.

## 2 Preliminaries

Let $E$ and $E^{*}$ be real Banach spaces and the dual space of $E$, respectively. Let $E_{1}$ and $E_{2}$ be real Banach spaces and let $A: E_{1} \rightarrow E_{2}$ be a bounded linear operator with its adjoint operator $A^{*}: E_{2}^{*} \rightarrow E_{1}^{*}$ which is defined by

$$
\left\langle A^{*} \bar{y}, x\right\rangle:=\langle\bar{y}, A x\rangle, \quad \forall x \in E_{1}, \quad \bar{y} \in E_{2}^{*} .
$$

Let $S(E):=\{x \in E:\|x\|=1\}$ denote the unit sphere of $E$. The modulus of convexity of $E$ is the function $\delta_{E}:(0,2] \rightarrow[0,1]$ defined by

$$
\delta_{E}(\epsilon)=\inf \left\{1-\frac{\|x+y\|}{2}: x, y \in S(E),\|x-y\| \geq \epsilon\right\}
$$

The space $E$ is said to be uniformly convex if $\delta_{E}(\epsilon)>0$ for all $\epsilon \in(0,2]$. Let $p>1$. Then $E$ is said to be $p$-uniformly convex (or to have a modulus of convexity of power type $p$ ) if there is a $c_{p}>0$ such that $\delta_{E}(\epsilon) \geq c_{p} \epsilon^{p}$ for all $\epsilon \in(0,2]$. Observe that every $p$-uniformly convex space is uniformly convex. The modulus of smoothness of $E$ is the function $\rho_{E}: \mathbb{R}^{+}:=[0, \infty) \rightarrow \mathbb{R}^{+}$defined by

$$
\rho_{E}(\tau)=\sup \left\{\frac{\|x+\tau y\|+\|x-\tau y\|}{2}-1: x, y \in S(E)\right\} .
$$

The space $E$ is said to be uniformly smooth if $\frac{\rho_{E}(\tau)}{\tau} \rightarrow 0$ as $\tau \rightarrow 0$. Suppose that $q>1$, a Banach space $E$ is said to be $q$-uniformly smooth if there exists a $\kappa_{q}>0$ such that $\rho_{E}(\tau) \leq \kappa_{q} \tau^{q}$ for all $\tau>0$. If $E$ is $q$-uniformly smooth, then $q \leq 2$ and $E$ is uniformly smooth. It is known that $E$ is $p$-uniformly convex if and only if $E^{*}$ is $q$-uniformly smooth. Moreover, we note that a Banach space $E$ is $p$-uniformly convex if and only if $E$ is $q$-uniformly smooth, where $p$ and $q$ satisfy $\frac{1}{p}+\frac{1}{q}=1$ (see [ 20$]$ ).

Let $p>1$ be a real number. The generalized duality mapping $J_{p}^{E}: E \rightarrow 2^{E^{*}}$ is defined by

$$
J_{p}^{E}(x)=\left\{\bar{x} \in E^{*}:\langle x, \bar{x}\rangle=\|x\|^{p},\|\bar{x}\|=\|x\|^{p-1}\right\}
$$

where $\langle\cdot, \cdot\rangle$ denotes the duality pairing between $E$ and $E^{*}$. In particular, $J_{p}^{E}=J_{2}^{E}$ is called the normalized duality mapping.

In this case, we assume that $E$ is a $p$-uniformly convex and uniformly smooth, which implies that its dual space, $E^{*}$ is $q$-uniformly smooth and uniformly convex. It is known that the generalized duality mapping $J_{p}^{E}$ is one-to-one, single-valued and satisfies $J_{p}^{E}=\left(J_{q}^{E^{*}}\right)^{-1}$, where $J_{q}^{E^{*}}$ is the generalized duality mapping of $E^{*}$.

Moreover, if $E$ is uniformly smooth then the duality mapping $J_{p}^{E}$ is norm-to-norm uniformly continuous on bounded subsets of $E$. (see [ $[21,[22]$ for more details).

Definition 2.1. ([[2.3]) Let $f: E \rightarrow \mathbb{R}$ be a convex and Gâteaux differentiable function. The function $D_{f}: E \times E \rightarrow[0,+\infty)$ defined by

$$
D_{f}(x, y):=f(y)-f(x)-\left\langle f^{\prime}(x), y-x\right\rangle
$$

is called the Bregman distance with respect to $f$.
We remark that the Bregman distance $D_{f}$ is not satisfy the well-known properties of a metric because $D_{f}$ is not symmetric and does not satisfy the triangle inequality.

It is well known that the duality mapping $J_{p}^{E}$ is the sub-differential of the functional $f_{p}(\cdot)=\frac{1}{p}\|\cdot\|^{p}$ for $p>1$ (see [24]). Then, we have the Bregman distance with respect to $f_{p}$ that

$$
\begin{equation*}
D_{p}(x, y)=\frac{1}{q}\|x\|^{p}-\left\langle J_{p}^{E} x, y\right\rangle+\frac{1}{p}\|y\|^{p} \tag{2.1}
\end{equation*}
$$

If $p=2$, we get

$$
D_{2}(x, y):=\phi(x, y)=\|x\|^{2}-2\langle J x, y\rangle+\|y\|^{2},
$$

where $\phi$ is called the Lyapunov function which was introduced by Alber [ [2.5, [26]. Moreover, the Bregman distance has the following properties:

$$
\begin{gather*}
D_{p}(x, y)=D_{p}(x, z)+D_{p}(z, y)+\left\langle J_{p}^{E} x-J_{p}^{E} z, z-y\right\rangle  \tag{2.2}\\
D_{p}(x, y)+D_{p}(y, x)=\left\langle J_{p}^{E} x-J_{p}^{E} y, x-y\right\rangle \tag{2.3}
\end{gather*}
$$

for all $x, y, z \in E$. For the $p$-uniformly convex space, the metric and Bregman distance has the following relation (see [IT]):

$$
\begin{equation*}
\tau\|x-y\|^{p} \leq D_{p}(x, y) \leq\left\langle J_{p}^{E} x-J_{p}^{E} y, x-y\right\rangle \tag{2.4}
\end{equation*}
$$

where $\tau>0$ is some fixed number. In what follows, we shall use the following notations:

- $x_{n} \rightarrow x$ mean that $\left\{x_{n}\right\}$ converges strongly to $x$;
- $x_{n} \rightharpoonup x$ mean that $\left\{x_{n}\right\}$ converges weakly to $x$.

Let $C$ be a closed and convex subset of $E$ and let $T$ be a mapping from $C$ into itself. We denote $F(T)$ by the set of all fixed points of $T$, i.e., $F(T)=$ $\{x \in C: x=T x\}$. A point $z \in C$ called an asymptotic fixed point of $T$, if there exists a sequence $\left\{x_{n}\right\}$ in $C$ which $x_{n} \rightharpoonup z$ such that $\lim _{n \rightarrow \infty}\left\|x_{n}-T x_{n}\right\|=0$. We denote by $\widehat{F}(T)$ by the set of asymptotic fixed points of $T$.

Definition 2.2. ([27, [ZZ]) A mapping $T: C \rightarrow C$ is called Bregman relatively nonexpansive, if the following conditions are satisfied:
(R1) $F(T)=\widehat{F}(T) \neq \emptyset$;
(R2) $D_{p}(T x, z) \leq D_{p}(x, z), \quad \forall z \in F(T), \forall x \in C$.
Clearly, in a Hilbert space $H$, Bregman relatively nonexpansive mappings and quasi-nonexpansive mappings are equivalent, for $\phi(x, y)=\|x-y\|^{2}, \forall x, y \in H$, i.e.,

$$
\phi(T x, z) \leq \phi(x, z) \Longleftrightarrow\|T x-z\| \leq\|x-z\|, \quad \forall x \in C \quad \text { and } \quad z \in F(T)
$$

Definition 2.3. ([20.] ) Let $C$ be a subset of a real p-uniformly convex Banach space E. Let $\left\{T_{n}\right\}_{n=1}^{\infty}$ be a sequence of mappings of $C$ into $E$ such that $\bigcap_{n=1}^{\infty} F\left(T_{n}\right) \neq \emptyset$. Then $\left\{T_{n}\right\}_{n=1}^{\infty}$ is said to satisfy the AKTT-condition if, for any bounded subset $B$ of $C$,

$$
\sum_{n=1}^{\infty} \sup _{z \in B}\left\{\left\|J_{p}^{E}\left(T_{n+1} z\right)-J_{p}^{E}\left(T_{n} z\right)\right\|\right\}<\infty
$$

As in [30], we can prove the following fact.
Proposition 2.1. Let $C$ be a nonempty, closed and convex subset of a real puniformly convex Banach space $E$. Let $\left\{T_{n}\right\}_{n=1}^{\infty}$ be a sequence of mappings of $C$ into $E$ such that $\bigcap_{n=1}^{\infty} F\left(T_{n}\right) \neq \emptyset$. Suppose that $\left\{T_{n}\right\}_{n=1}^{\infty}$ satisfies the AKTTcondition. Suppose that for any bounded subset $B$ of $C$. Then there exists the mapping $T: B \rightarrow E$ such that

$$
\begin{equation*}
T x=\lim _{n \rightarrow \infty} T_{n} x, \quad \forall x \in B \tag{2.5}
\end{equation*}
$$

and

$$
\lim _{n \rightarrow \infty} \sup _{z \in B}\left\|J_{p}^{E}(T z)-J_{p}^{E}\left(T_{n} z\right)\right\|=0
$$

In the sequel, we say that $\left(\left\{T_{n}\right\}, T\right)$ satisfies the AKTT-condition if $\left\{T_{n}\right\}_{n=1}^{\infty}$ satisfies the AKTT-condition and $T$ is defined by (L..5) with $\bigcap_{n=1}^{\infty} F\left(T_{n}\right)=F(T)$.

Recall that the metric projection from $E$ onto $C$, denote by $P_{C} x$, satisfying the property

$$
\left\|x-P_{C} x\right\| \leq \inf _{y \in C}\|x-y\|, \quad \forall x \in E
$$

It is well known that $P_{C} x$ is the unique minimizer of the norm distance. Moreover, $P_{C} x$ is characterized by the following properties: $P_{C} x \in C$ and

$$
\begin{equation*}
\left\langle J_{p}^{E}\left(x-P_{C} x\right), y-P_{C} x\right\rangle \leq 0, \quad \forall y \in C \tag{2.6}
\end{equation*}
$$

Similarly, one can define the Bregman projection from $E$ onto $C$, denote by $\Pi_{C}$, satisfying the property

$$
\begin{equation*}
D_{p}\left(x, \Pi_{C}(x)\right)=\inf _{y \in C} D_{p}(x, y), \quad \forall x \in E \tag{2.7}
\end{equation*}
$$

Lemma 2.2. ([[प] ]) Let $C$ be a nonempty, closed and convex subset of a puniformly convex and uniformly smooth Banach space $E$ and let $x \in E$. Then the following assertions hold:
(i) $z=\Pi_{C} x$ if and only if $\left\langle J_{p}^{E}(x)-J_{p}^{E}(z), y-z\right\rangle \leq 0, \forall y \in C$.
(ii) $D_{p}\left(\Pi_{C} x, y\right)+D_{p}\left(x, \Pi_{C} x\right) \leq D_{p}(x, y), \forall y \in C$.

Lemma 2.3. [31] Let $1<q \leq 2$ and $E$ be a Banach space. Then the following are equivalent.
(i) $E$ is q-uniformly smooth;
(ii) There is a constant $\kappa_{q}>0$ such that for all $x, y \in E$

$$
\begin{equation*}
\|x-y\|^{q} \leq\|x\|^{q}-q\left\langle j_{q}(x), y\right\rangle+\kappa_{q}\|y\|^{q} . \tag{2.8}
\end{equation*}
$$

Remark 2.4. The constant $\kappa_{q}$ satisfying (区.8) is called the $q$-uniform smoothness coefficient of $E$.

The following Lemma can be obtained from Theorem 2.8.17 of [2I] (see also Lemma 5 of [32]).
Lemma 2.5. Let $p>1, r>0$ and $E$ be a Banach space. Then the following statements are equivalent:
(i) $E$ is uniformly convex;
(ii) There exists a strictly increasing convex function $g_{r}^{*}: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$with $g_{r}^{*}(0)=$ 0 such that

$$
\left\|\sum_{k=1}^{N} \alpha_{k} x_{k}\right\|^{p} \leq \sum_{k=1}^{N} \alpha_{k}\left\|x_{k}\right\|^{p}-\alpha_{i} \alpha_{j} g_{r}^{*}\left(\left\|x_{i}-x_{j}\right\|\right)
$$

for all $i, j \in\{1,2, \ldots, N\}, x_{k} \in B_{r}:=\{x \in E:\|x\| \leq r\}, \alpha_{k} \in(0,1)$ with $\sum_{k=1}^{N} \alpha_{k}=1$, where $k \in\{1,2, \ldots, N\}$.
Lemma 2.6. ([[T.] ) Let $E$ be a real p-uniformly convex and uniformly smooth Banach space. Thus, for all $z \in E$, we have

$$
D_{p}\left(J_{q}^{E^{*}}\left(\sum_{i=1}^{N} t_{i} J_{p}^{E}\left(x_{i}\right)\right), z\right) \leq \sum_{i=1}^{N} t_{i} D_{p}\left(x_{i}, z\right)
$$

where $\left\{x_{i}\right\}_{i=1}^{N} \subset E$ and $\left\{t_{i}\right\}_{i=1}^{N} \subset(0,1)$ with $\sum_{i=1}^{N} t_{i}=1$.
The following lemmas can be found in [15, [19].
Lemma 2.7. Let $E$ be a real p-uniformly convex and uniformly smooth Banach space. Let $V_{p}: E^{*} \times E \rightarrow[0,+\infty)$ be defined by

$$
V_{p}\left(x^{*}, x\right)=\frac{1}{q}\left\|x^{*}\right\|^{q}-\left\langle x^{*}, x\right\rangle+\frac{1}{p}\|x\|^{p}, \quad \forall x \in E, \quad x^{*} \in E^{*}
$$

Then the following assertions hold:
(i) $V_{p}$ is nonnegative and convex in the first variable;
(ii) $D_{p}\left(J_{q}^{E^{*}}\left(x^{*}\right), x\right)=V_{p}\left(x^{*}, x\right), \quad \forall x \in E, \quad x^{*} \in E^{*}$.
(iii) $V_{p}\left(x^{*}, x\right)+\left\langle y^{*}, J_{q}^{E^{*}}\left(x^{*}\right)-x\right\rangle \leq V_{p}\left(x^{*}+y^{*}, x\right), \quad \forall x \in E, \quad x^{*}, y^{*} \in E^{*}$.

Following the proof line as in Proposition 2.5 of [33], we obtain the following result:

Lemma 2.8. Let $E$ be a real p-uniformly convex and uniformly smooth Banach space. Suppose that $x \in E$ and $\left\{x_{n}\right\}$ is a sequence in $E$. If $\left\{D_{p}\left(x_{n}, x\right)\right\}$ is bounded, then the sequence $\left\{x_{n}\right\}$ is bounded.

Lemma 2.9. Let $E$ be a real p-uniformly convex and uniformly smooth Banach space. Suppose that $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ are bounded sequences in $E$. Then the following assertions are equivalent:
(a) $\lim _{n \rightarrow \infty} D_{p}\left(x_{n}, y_{n}\right)=0$;
(b) $\lim _{n \rightarrow \infty}\left\|x_{n}-y_{n}\right\|=0$.

Proof. Let $\left\{x_{n}\right\}$ and $\left\{y_{n}\right\}$ be bounded sequences in $E$. For the implication $(a) \Longrightarrow(b)$. Suppose that $\lim _{n \rightarrow \infty} D_{p}\left(x_{n}, y_{n}\right)=0$. From (2.4), we have

$$
0 \leq \tau\left\|x_{n}-y_{n}\right\|^{p} \leq D_{p}\left(x_{n}, y_{n}\right),
$$

where $\tau>0$ is a fixed number. It follows that $\lim _{n \rightarrow \infty}\left\|x_{n}-y_{n}\right\|=0$.
For the converse implication $(b) \Longrightarrow(a)$, we assume that $\lim _{n \rightarrow \infty}\left\|x_{n}-y_{n}\right\|=$ 0 . From (L[.4), we observe that

$$
\begin{aligned}
0 \leq D_{p}\left(x_{n}, y_{n}\right) & \leq\left\langle J_{p}^{E} x_{n}-J_{p}^{E} y_{n}, x_{n}-y_{n}\right\rangle \\
& \leq\left\|J_{p}^{E} x_{n}-J_{p}^{E} y_{n}\right\|\left\|x_{n}-y_{n}\right\| \\
& \leq\left\|x_{n}-y_{n}\right\| M,
\end{aligned}
$$

where $M=\sup _{n \geq 1}\left\{\left\|x_{n}\right\|^{p-1},\left\|y_{n}\right\|^{p-1}\right\}$. It follows that $\lim _{n \rightarrow \infty} D_{p}\left(x_{n}, y_{n}\right)=0$. This completes the proof.

Lemma 2.10. ([34]) Assume that $\left\{a_{n}\right\}$ is a sequence of nonnegative real numbers such that

$$
a_{n+1} \leq\left(1-\gamma_{n}\right) a_{n}+\gamma_{n} \delta_{n}, \quad \forall n \geq 1
$$

where $\left\{\gamma_{n}\right\}$ is a sequence in $(0,1)$ and $\left\{\delta_{n}\right\}$ is a sequence in $\mathbb{R}$ such that $\lim _{n \rightarrow \infty} \gamma_{n}=$ $0, \sum_{n=1}^{\infty} \gamma_{n}=\infty$ and $\lim \sup _{n \rightarrow \infty} \delta_{n} \leq 0$. Then, $\lim _{n \rightarrow \infty} a_{n}=0$.

Lemma 2.11. ([35]]) Let $\left\{\Gamma_{n}\right\}$ be a sequence of real numbers that does not decrease at infinity in the sense that there exists a subsequence $\left\{\Gamma_{n_{i}}\right\}$ of $\left\{\Gamma_{n}\right\}$ which satisfies $\Gamma_{n_{i}}<\Gamma_{n_{i}+1}$ for all $i \in \mathbb{N}$. Define the sequence $\{\tau(n)\}_{n \geq n_{0}}$ of integers as follows:

$$
\tau(n)=\max \left\{k \leq n: \Gamma_{k}<\Gamma_{k+1}\right\}
$$

where $n_{0} \in \mathbb{N}$ such that $\left\{k \leq n_{0}: \Gamma_{k}<\Gamma_{k+1}\right\} \neq \emptyset$. Then, the following hold:
(i) $\tau\left(n_{0}\right) \leq \tau\left(n_{0}+1\right) \leq \ldots$ and $\tau(n) \rightarrow \infty$;
(ii) $\Gamma_{\tau_{n}} \leq \Gamma_{\tau(n)+1}$ and $\Gamma_{n} \leq \Gamma_{\tau(n)+1}, \forall n \geq n_{0}$.

Lemma 2.12. Let $E$ be a real p-uniformly convex and uniformly smooth Banach space. Let $z, x_{k} \in E(k=1,2, \ldots, N)$ and $\alpha_{k} \in(0,1)$ with $\sum_{k=1}^{N} \alpha_{k}=1$. Then, we have
$D_{p}\left(J_{q}^{E^{*}}\left(\sum_{k=1}^{N} \alpha_{k} J_{p}^{E}\left(x_{k}\right)\right), z\right) \leq \sum_{k=1}^{N} \alpha_{k} D_{p}\left(x_{k}, z\right)-\alpha_{i} \alpha_{j} g_{r}^{*}\left(\left\|J_{p}^{E}\left(x_{i}\right)-J_{p}^{E}\left(x_{j}\right)\right\|\right)$,
for all $i, j \in\{1,2, \ldots, N\}$.
Proof. Let $z, x_{k} \in E(k=1,2, \ldots, N)$ and $\alpha_{k} \in(0,1)$ with $\sum_{k=1}^{N} \alpha_{k}=1$. Since $p$-uniformly convex, hence it is uniformly convex. From Lemmas [2.5 and 2.6], we have

$$
\begin{aligned}
& D_{p}\left(J_{q}^{E^{*}}\left(\sum_{k=1}^{N} \alpha_{k} J_{p}^{E}\left(x_{k}\right)\right), z\right) \\
= & V_{p}\left(\sum_{k=1}^{N} \alpha_{k} J_{p}^{E}\left(x_{k}\right), z\right) \\
= & \frac{1}{q}\left\|\sum_{k=1}^{N} \alpha_{k} J_{p}^{E}\left(x_{k}\right)\right\|^{q}-\left\langle\sum_{k=1}^{N} \alpha_{k} J_{p}^{E}\left(x_{k}\right), z\right\rangle+\frac{1}{p}\|z\|^{p} \\
\leq & \frac{1}{q} \sum_{k=1}^{N} \alpha_{k}\left\|J_{p}^{E}\left(x_{k}\right)\right\|^{q}-\alpha_{i} \alpha_{j} g_{r}^{*}\left(\left\|J_{p}^{E}\left(x_{i}\right)-J_{p}^{E}\left(x_{j}\right)\right\|\right) \\
& -\left\langle\sum_{k=1}^{N} \alpha_{k} J_{p}^{E}\left(x_{k}\right), z\right\rangle+\frac{1}{p}\|z\|^{p} \\
= & \frac{1}{q} \sum_{k=1}^{N} \alpha_{k}\left\|J_{p}^{E}\left(x_{k}\right)\right\|^{q}-\sum_{k=1}^{N} \alpha_{k}\left\langle J_{p}^{E}\left(x_{k}\right), z\right\rangle+\frac{1}{p}\|z\|^{p} \\
& -\alpha_{i} \alpha_{j} g_{r}^{*}\left(\left\|J_{p}^{E}\left(x_{i}\right)-J_{p}^{E}\left(x_{j}\right)\right\|\right) \\
= & \sum_{k=1}^{N} \alpha_{k} D_{p}\left(x_{k}, z\right)-\alpha_{i} \alpha_{j} g_{r}^{*}\left(\left\|J_{p}^{E}\left(x_{i}\right)-J_{p}^{E}\left(x_{j}\right)\right\|\right),
\end{aligned}
$$

for all $i, j \in\{1,2, \ldots, N\}$. This completes the proof.

## 3 Main Results

Theorem 3.1. Let $E_{1}$ and $E_{2}$ be two real p-uniformly convex and uniformly smooth Banach spaces and let $C$ and $Q$ be nonempty, closed and convex subsets
of $E_{1}$ and $E_{2}$, respectively. Let $A: E_{1} \rightarrow E_{2}$ be a bounded linear operator and $A^{*}: E_{2}^{*} \rightarrow E_{1}^{*}$ be its adjoint of $A$. Let $\left\{T_{n}\right\}_{n=1}^{\infty}$ be a countable family of Bregman relatively nonexpansive mappings of $C$ into $E_{1}$ such that $F\left(T_{n}\right)=\widehat{F}\left(T_{n}\right)$ for all $n \geq 1$. Suppose that $\Omega:=\bigcap_{n=1}^{\infty} F\left(T_{n}\right) \cap \Gamma \neq \emptyset$. For given $u \in E_{1}$, let $\left\{u_{n}\right\}$ be a sequence generated by $u_{1} \in C$ and

$$
\left\{\begin{array}{l}
x_{n}=\Pi_{C} J_{q}^{E_{1}^{*}}\left(J_{p}^{E_{1}}\left(u_{n}\right)-\lambda_{n} A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right)  \tag{3.1}\\
u_{n+1}=\Pi_{C} J_{q}^{E_{1}^{*}}\left[\alpha_{n} J_{p}^{E_{1}}(u)+\left(1-\alpha_{n}\right)\left(\beta_{n} J_{p}^{E_{1}}\left(x_{n}\right)+\left(1-\beta_{n}\right) J_{p}^{E_{1}}\left(T_{n} x_{n}\right)\right)\right]
\end{array}\right.
$$

where $\left\{\alpha_{n}\right\}$ and $\left\{\beta_{n}\right\}$ are sequences in $(0,1)$. Suppose that the step-size $\left\{\lambda_{n}\right\}$ is a bounded sequence chosen in such a way that for small enough $\epsilon>0$,

$$
\begin{equation*}
0<\epsilon<\lambda_{n}<\left(\frac{q\left\|\left(I-P_{Q}\right) A u_{n}\right\|^{p}}{\kappa_{q}\left\|A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right\|^{q}}-\epsilon\right)^{\frac{1}{q-1}}, \quad n \in N \tag{3.2}
\end{equation*}
$$

where the index set $N:=\left\{n \in \mathbb{N}:\left(I-P_{Q}\right) A u_{n} \neq 0\right\}$ and $\lambda_{n}=\lambda$ ( $\lambda$ being any nonnegative value), otherwise. Suppose that the following conditions hold:
(C1) $\lim _{n \rightarrow \infty} \alpha_{n}=0$ and $\sum_{n=1}^{\infty} \alpha_{n}=\infty$;
(C2) $0<a \leq \beta_{n} \leq b<1$.
Suppose in addition that $\left(\left\{T_{n}\right\}, T\right)$ satisfies the AKTT-condition. Then, $\left\{x_{n}\right\}_{n=1}^{\infty}$ and $\left\{u_{n}\right\}_{n=1}^{\infty}$ converge strongly to an element $x^{*}=\Pi_{\Omega} u$, where $\Pi_{\Omega}$ is the Bregman projection from $C$ onto $\Omega$.

Proof. By the choice of $\lambda_{n}$, we observe that

$$
\begin{align*}
& \lambda_{n}^{q-1}<\frac{q\left\|\left(I-P_{Q}\right) A u_{n}\right\|^{p}}{\kappa_{q}\left\|A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right\|^{q}}-\epsilon \\
\Longleftrightarrow \quad & \kappa_{q} \lambda_{n}^{q-1}\left\|A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right\|^{q} \\
& <q\left\|\left(I-P_{Q}\right) A u_{n}\right\|^{p}-\epsilon \kappa_{q}\left\|A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right\|^{q} \\
\Longleftrightarrow \quad & \frac{\epsilon \kappa_{q}}{q}\left\|A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right\|^{q} \\
<\quad & \left\|\left(I-P_{Q}\right) A u_{n}\right\|^{p}-\frac{\kappa_{q} \lambda_{n}^{q-1}}{q}\left\|A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right\|^{q} . \tag{3.3}
\end{align*}
$$

For each $n \geq 1$, we put $x_{n}=\Pi_{C} v_{n}$, where

$$
v_{n}:=J_{q}^{E_{1}^{*}}\left(J_{p}^{E_{1}}\left(u_{n}\right)-\lambda_{n} A^{*} J_{p}^{E_{2}}\left(A u_{n}-P_{Q}\left(A u_{n}\right)\right)\right)
$$

Let $z \in \Omega:=\bigcap_{n=1}^{\infty} F\left(T_{n}\right) \cap \Gamma$. From (2.6), we observe that

$$
\begin{align*}
& \left\langle J_{p}^{E_{2}}\left(A u_{n}-P_{Q}\left(A u_{n}\right)\right), A u_{n}-A z\right\rangle \\
= & \left\langle J_{p}^{E_{2}}\left(A u_{n}-P_{Q}\left(A u_{n}\right)\right), A u_{n}-P_{Q}\left(A u_{n}\right)\right\rangle \\
& +\left\langle J_{p}^{E_{2}}\left(A u_{n}-P_{Q}\left(A u_{n}\right)\right), P_{Q}\left(A u_{n}\right)-A z\right\rangle \\
= & \left\|A u_{n}-P_{Q}\left(A u_{n}\right)\right\|^{p} \\
& +\left\langle J_{p}^{E_{2}}\left(A u_{n}-P_{Q}\left(A u_{n}\right)\right), P_{Q}\left(A u_{n}\right)-A z\right\rangle \\
\geq & \left\|A u_{n}-P_{Q}\left(A u_{n}\right)\right\|^{p} . \tag{3.4}
\end{align*}
$$

Then from Lemma 2.3 and (3.4), we have

$$
\begin{align*}
& D_{p}\left(x_{n}, z\right) \\
\leq & D_{p}\left(J_{q}^{E_{1}^{*}}\left(J_{p}^{E_{1}}\left(u_{n}\right)-\lambda_{n} A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right), z\right) \\
= & \frac{1}{q}\left\|J_{q}^{E_{1}^{*}}\left(J_{p}^{E_{1}}\left(u_{n}\right)-\lambda_{n} A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right)\right\|^{p} \\
& -\left\langle J_{p}^{E_{1}}\left(u_{n}\right)-\lambda_{n} A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}, z\right\rangle+\frac{1}{p}\|z\|^{p} \\
= & \frac{1}{q}\left\|J_{p}^{E_{1}}\left(u_{n}\right)-\lambda_{n} A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right\|^{q} \\
& -\left\langle J_{p}^{E_{1}}\left(u_{n}\right)-\lambda_{n} A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}, z\right\rangle+\frac{1}{p}\|z\|^{p} \\
\leq & \frac{1}{q}\left\|J_{p}^{E_{1}}\left(u_{n}\right)\right\|^{q}-\lambda_{n}\left\langle J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}, A u_{n}\right\rangle \\
& +\frac{\kappa_{q} \lambda_{n}^{q}}{q}\left\|A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right\|^{q}-\left\langle J_{p}^{E_{1}}\left(u_{n}\right), z\right\rangle \\
& +\lambda_{n}\left\langle J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}, A z\right\rangle+\frac{1}{p}\|z\|^{p} \\
= & \frac{1}{q}\left\|u_{n}\right\|^{p}-\left\langle J_{p}^{E_{1}}\left(u_{n}\right), z\right\rangle+\frac{1}{p}\|z\|^{p}+\lambda_{n}\left\langle J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}, A z-A u_{n}\right\rangle \\
& +\frac{\kappa_{q} \lambda_{n}^{q}}{q}\left\|A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right\|^{q} \\
= & D_{p}\left(u_{n}, z\right)+\lambda_{n}\left\langle J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}, A z-A u_{n}\right\rangle \\
& +\frac{\kappa_{q} \lambda_{n}^{q}}{q}\left\|A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right\|^{q} \\
\leq & D_{p}\left(u_{n}, z\right)-\lambda_{n}\left(\left\|\left(I-P_{Q}\right) A u_{n}\right\|^{p}-\frac{\kappa_{q} \lambda_{n}^{q-1}}{q}\left\|A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right\|^{q}\right), \tag{3.5}
\end{align*}
$$

which implies that

$$
D_{p}\left(x_{n}, z\right) \leq D_{p}\left(u_{n}, z\right)
$$

Now, we put

$$
y_{n}:=J_{q}^{E_{1}^{*}}\left(\beta_{n} J_{p}^{E_{1}}\left(x_{n}\right)+\left(1-\beta_{n}\right) J_{p}^{E_{1}}\left(T_{n} x_{n}\right)\right)
$$

for all $n \geq 1$. From Lemma [2]2, we have

$$
\begin{align*}
& D_{p}\left(y_{n}, z\right) \\
= & D_{p}\left(J_{q}^{E_{1}^{*}}\left(\beta_{n} J_{p}^{E_{1}}\left(x_{n}\right)+\left(1-\beta_{n}\right) J_{p}^{E_{1}}\left(T_{n} x_{n}\right)\right), z\right) \\
\leq & \beta_{n} D_{p}\left(x_{n}, v\right)+\left(1-\beta_{n}\right) D_{p}\left(T_{n} x_{n}, z\right)-\beta_{n}\left(1-\beta_{n}\right) g_{r}^{*}\left(\left\|J_{p}^{E_{1}}\left(x_{n}\right)-J_{p}^{E_{1}}\left(T_{n} x_{n}\right)\right\|\right) \\
\leq & D_{p}\left(x_{n}, z\right)-\beta_{n}\left(1-\beta_{n}\right) g_{r}^{*}\left(\left\|J_{p}^{E_{1}}\left(x_{n}\right)-J_{p}^{E_{1}}\left(T_{n} x_{n}\right)\right\|\right)  \tag{3.6}\\
\leq & D_{p}\left(x_{n}, z\right) \tag{3.7}
\end{align*}
$$

It follows from (3.7) that

$$
\begin{align*}
D_{p}\left(x_{n+1}, z\right) & \leq D_{p}\left(u_{n+1}, z\right) \\
& \leq D_{p}\left(J_{q}^{E_{1}^{*}}\left(\alpha_{n} J_{p}^{E_{1}}(u)+\left(1-\alpha_{n}\right) J_{p}^{E_{1}}\left(y_{n}\right)\right), z\right) \\
& \leq \alpha_{n} D_{p}(u, z)+\left(1-\alpha_{n}\right) D_{p}\left(y_{n}, z\right) \\
& \leq \alpha_{n} D_{p}(u, z)+\left(1-\alpha_{n}\right) D_{p}\left(x_{n}, z\right) \\
& \leq \max \left\{D_{p}(u, z), D_{p}\left(x_{n}, z\right)\right\} \\
& \vdots \\
& \leq \max \left\{D_{p}(u, z), D_{p}\left(x_{1}, z\right)\right\} . \tag{3.8}
\end{align*}
$$

Hence, $\left\{D_{p}\left(x_{n}, z\right)\right\}$ is bounded, which implies by Lemma 2.8 that $\left\{x_{n}\right\}$ is bounded.
Put $u_{n+1}=\Pi_{C} z_{n}$, where $z_{n}:=J_{q}^{E_{1}^{*}}\left[\alpha_{n} J_{p}^{E_{1}}(u)+\left(1-\alpha_{n}\right) J_{p}^{E_{1}}\left(y_{n}\right)\right]$ for all $n \geq 1$. From Lemma 2.0 and (3.6), we have

$$
\begin{align*}
& D_{p}\left(x_{n+1}, z\right) \\
\leq & D_{p}\left(u_{n+1}, z\right) \\
\leq & D_{p}\left(z_{n}, z\right) \\
= & V_{p}\left(\alpha_{n} J_{p}^{E_{1}}(u)+\left(1-\alpha_{n}\right) J_{p}^{E_{1}}\left(y_{n}\right), z\right) \\
\leq & V_{p}\left(\alpha_{n} J_{p}^{E_{1}}(u)+\left(1-\alpha_{n}\right) J_{p}^{E_{1}}\left(y_{n}\right)-\alpha_{n}\left(J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}(z), z\right)\right) \\
& +\alpha_{n}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}(z), z_{n}-z\right\rangle \\
= & V_{p}\left(\alpha_{n} J_{p}^{E_{1}}(z)+\left(1-\alpha_{n}\right) J_{p}^{E_{1}}\left(y_{n}\right), z\right)+\alpha_{n}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}(z), z_{n}-z\right\rangle \\
\leq & \alpha_{n} V_{p}\left(J_{p}^{E_{1}}(z), z\right)+\left(1-\alpha_{n}\right) V_{p}\left(J_{p}^{E_{1}}\left(y_{n}\right), z\right)+\alpha_{n}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}(z), z_{n}-v\right\rangle \\
= & \alpha_{n} D_{p}(z, z)+\left(1-\alpha_{n}\right) D_{p}\left(y_{n}, z\right)+\alpha_{n}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}(z), z_{n}-z\right\rangle \\
\leq & \left(1-\alpha_{n}\right)\left[D_{p}\left(x_{n}, z\right)-\beta_{n}\left(1-\beta_{n}\right) g_{r}^{*}\left(\left\|J_{p}^{E_{1}}\left(x_{n}\right)-J_{p}^{E_{1}}\left(T_{n} x_{n}\right)\right\|\right)\right] \\
& +\alpha_{n}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}(v), z_{n}-z\right\rangle \\
\leq & \left.\left(1-\alpha_{n}\right) D_{p}\left(x_{n}, z\right)-\beta_{n}\left(1-\beta_{n}\right) g_{r}^{*}\left(\left\|J_{p}^{E_{1}}\left(x_{n}\right)-J_{p}^{E_{1}}\left(T_{n} x_{n}\right)\right\|\right)\right] \\
& +\alpha_{n}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}(z), z_{n}-z\right\rangle  \tag{3.9}\\
\leq & \left(1-\alpha_{n}\right) D_{p}\left(x_{n}, z\right)+\alpha_{n}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}(z), z_{n}-z\right\rangle . \tag{3.10}
\end{align*}
$$

Next, we will divide the proof into two cases:

Case 1. Suppose that there exists $n_{0} \in \mathbb{N}$ such that $\left\{D_{p}\left(x_{n}, z\right)\right\}_{n=n_{0}}^{\infty}$ is nonincreasing. By the boundedness of $\left\{D_{p}\left(x_{n}, z\right)\right\}_{n=1}^{\infty}$, we have $\left\{D_{p}\left(x_{n}, z\right)\right\}_{n=1}^{\infty}$ is convergent. Furthermore, we have

$$
D_{p}\left(x_{n}, z\right)-D_{p}\left(x_{n+1}, z\right) \rightarrow 0 \text { as } n \rightarrow \infty .
$$

Then, from (3.9), we have

$$
\begin{aligned}
0 & \leq a(1-b) g_{r}^{*}\left(\left\|J_{p}^{E_{1}}\left(x_{n}\right)-J_{p}^{E_{1}}\left(T_{n} x_{n}\right)\right\|\right) \\
& \leq \beta_{n}\left(1-\beta_{n}\right) g_{r}^{*}\left(\left\|J_{p}^{E_{1}}\left(x_{n}\right)-J_{p}^{E_{1}}\left(T_{n} x_{n}\right)\right\|\right) \\
& \leq D_{p}\left(x_{n}, z\right)-D_{p}\left(x_{n+1}, z\right)+\alpha_{n}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}(z), z_{n}-z\right\rangle \rightarrow 0 \text { as } n \rightarrow \infty,
\end{aligned}
$$

which implies by the property of $g_{r}^{*}$ that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|J_{p}^{E_{1}}\left(x_{n}\right)-J_{p}^{E_{1}}\left(T_{n} x_{n}\right)\right\|=0 . \tag{3.11}
\end{equation*}
$$

Since $J_{q}^{E_{1}^{*}}$ is uniformly norm-to-norm continuous on bounded subsets of $E_{1}^{*}$, then

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-T_{n} x_{n}\right\|=0 . \tag{3.12}
\end{equation*}
$$

From Lemma 2.2., we also have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} D_{p}\left(T_{n} x_{n}, x_{n}\right)=0 . \tag{3.13}
\end{equation*}
$$

Since $J_{p}^{E_{1}}$ is uniformly continuous on bounded subsets of $E_{1}$, we have

$$
\lim _{n \rightarrow \infty}\left\|J_{p}^{E_{1}}\left(x_{n}\right)-J_{p}^{E_{1}}\left(T_{n} x_{n}\right)\right\|=0 .
$$

By Proposition [2], we observe that

$$
\begin{aligned}
& \left\|J_{p}^{E_{1}}\left(x_{n}\right)-J_{p}^{E_{1}}\left(T x_{n}\right)\right\| \\
\leq & \left\|J_{p}^{E_{1}}\left(x_{n}\right)-J_{p}^{E_{1}}\left(T_{n} x_{n}\right)\right\|+\left\|J_{p}^{E_{1}}\left(T_{n} x_{n}\right)-J_{p}^{E_{1}}\left(T x_{n}\right)\right\| \\
\leq & \left\|J_{p}^{E_{1}}\left(x_{n}\right)-J_{p}^{E_{1}}\left(T_{n} x_{n}\right)\right\|+\sup _{x \in\left\{x_{n}\right\}}\left\|J_{p}^{E_{1}}\left(T_{n} x\right)-J_{p}^{E_{1}}(T x)\right\| \rightarrow 0 \text { as } n \rightarrow \infty,
\end{aligned}
$$

which implies that

$$
\lim _{n \rightarrow \infty}\left\|x_{n}-T x_{n}\right\|=0
$$

By the reflexivity of a Banach space $E$ and the boundedness of $\left\{x_{n}\right\}$, without loss of generality, we may assume that $x_{n_{i}} \rightharpoonup v \in C$ as $i \rightarrow \infty$. Then, we get $v \in \widehat{F}\left(T_{n}\right)=F\left(T_{n}\right)$ for all $n \geq 1$, i.e., $v \in \bigcap_{n=1}^{\infty} F\left(T_{n}\right)$. Further, we show that $v \in \Gamma$. From (3.3) and (3.5.), we have

$$
\begin{aligned}
& \frac{\epsilon^{2} \kappa_{q}}{q}\left\|A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right\|^{q} \\
< & \lambda_{n}\left(\left\|\left(I-P_{Q}\right) A u_{n}\right\|^{p}-\frac{\kappa_{q} \lambda_{n}^{q-1}}{q}\left\|A^{*} J_{p}^{E_{2}}\left(I-P_{Q}\right) A u_{n}\right\|^{q}\right) \\
\leq & D_{p}\left(u_{n}, v\right)-D_{p}\left(x_{n}, v\right) \\
\leq & \alpha_{n-1} D_{p}(u, v)+D_{p}\left(x_{n-1}, v\right)-D_{p}\left(x_{n}, v\right),
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|A u_{n}-P_{Q}\left(A u_{n}\right)\right\|=0 \tag{3.14}
\end{equation*}
$$

Since $v_{n}:=J_{q}^{E_{1}^{*}}\left(J_{p}^{E_{1}}\left(u_{n}\right)-\lambda_{n} A^{*} J_{p}^{E_{2}}\left(A u_{n}-P_{Q}\left(A u_{n}\right)\right)\right)$ for all $n \geq 1$, it follows that

$$
\begin{aligned}
0 \leq\left\|J_{p}^{E_{1}}\left(v_{n}\right)-J_{p}^{E_{1}}\left(u_{n}\right)\right\| & \leq \lambda_{n}\left\|A^{*}\right\|\left\|J_{p}^{E_{2}}\left(A u_{n}-P_{Q}\left(A u_{n}\right)\right)\right\| \\
& \leq\left(\frac{q}{\kappa_{q}\|A\|^{q}}\right)^{\frac{1}{q-1}}\left\|A^{*}\right\|\left\|A u_{n}-P_{Q}\left(A u_{n}\right)\right\|^{p-1}
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|J_{p}^{E_{1}}\left(v_{n}\right)-J_{p}^{E_{1}}\left(u_{n}\right)\right\|=0, \tag{3.15}
\end{equation*}
$$

and hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|v_{n}-u_{n}\right\|=0 \tag{3.16}
\end{equation*}
$$

By Lemma 2.2 (ii) and (3.6), we have

$$
\begin{aligned}
D_{p}\left(v_{n}, x_{n}\right) & =D_{p}\left(v_{n}, \Pi_{C} v_{n}\right) \leq D_{p}\left(v_{n}, v\right)-D_{p}\left(x_{n}, x v\right) \\
& \leq D_{p}\left(u_{n}, v\right)-D_{p}\left(x_{n}, v\right) \\
& \leq \alpha_{n-1} D_{p}(u, v)+D_{p}\left(x_{n-1}, v\right)-D_{p}\left(x_{n}, v\right) \rightarrow 0 \text { as } n \rightarrow \infty .
\end{aligned}
$$

By Lemma [.2.9, we get

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|v_{n}-x_{n}\right\|=0 \tag{3.17}
\end{equation*}
$$

Then from ([.]6) and ( $[.57$ ), we have

$$
\begin{equation*}
\left\|x_{n}-u_{n}\right\| \leq\left\|v_{n}-u_{n}\right\|+\left\|v_{n}-x_{n}\right\| \rightarrow 0 \text { as } n \rightarrow \infty . \tag{3.18}
\end{equation*}
$$

Since $x_{n_{i}} \rightharpoonup v \in C$ and from (3I8), we also get $u_{n_{i}} \rightharpoonup v \in C$. From (2.6), we have

$$
\begin{aligned}
& \left\|\left(I-P_{Q}\right) A v\right\|^{p} \\
= & \left\langle J_{p}^{E_{2}}\left(A v-P_{Q}(A v)\right), A v-P_{Q}(A v)\right\rangle \\
= & \left\langle J_{p}^{E_{2}}\left(A v-P_{Q}(A v)\right), A v-A u_{n_{i}}\right\rangle+\left\langle J_{p}^{E_{2}}\left(A v-P_{Q}(A v)\right), A u_{n_{i}}-P_{Q}\left(A u_{n_{i}}\right)\right\rangle \\
& +\left\langle J_{p}^{E_{2}}\left(A v-P_{Q}(A v)\right), P_{Q}\left(A u_{n_{i}}\right)-P_{Q}(A v)\right\rangle \\
\leq & \left\langle J_{p}^{E_{2}}\left(A v-P_{Q}(A v)\right), A v-A u_{n_{i}}\right\rangle+\left\langle J_{p}^{E_{2}}\left(A v-P_{Q}(A v)\right), A u_{n_{i}}-P_{Q}\left(A u_{n_{i}}\right)\right\rangle .
\end{aligned}
$$

Since $A$ is continuous, we have $A u_{n_{i}} \rightharpoonup A v$ as $i \rightarrow \infty$. From (3.14), we obtain

$$
\left\|\left(I-P_{Q}\right) A v\right\|=0,
$$

i.e., $A v=P_{Q}(A v)$, this shows that $A v \in Q$. Thus $v \in \Omega:=F(T) \cap \Gamma$. From Lemma [2.6] and ([.53), we have

$$
\begin{aligned}
D_{p}\left(y_{n}, x_{n}\right) & =D_{p}\left(J_{q}^{E_{1}^{*}}\left(\beta_{n} J_{p}^{E_{1}}\left(x_{n}\right)+\left(1-\beta_{n}\right) J_{p}^{E_{1}}\left(T_{n} x_{n}\right)\right), x_{n}\right) \\
& \leq \beta_{n} D_{p}\left(x_{n}, x_{n}\right)+\left(1-\beta_{n}\right) D_{p}\left(T_{n} x_{n}, x_{n}\right) \rightarrow 0 \text { as } n \rightarrow \infty .
\end{aligned}
$$

It follows that

$$
\begin{aligned}
D_{p}\left(z_{n}, x_{n}\right) & =D_{p}\left(J_{q}^{E_{1}^{*}}\left(\alpha_{n} J_{p}^{E_{1}}(u)+\left(1-\alpha_{n}\right) J_{p}^{E_{1}}\left(y_{n}\right)\right), x_{n}\right) \\
& \leq \alpha_{n} D_{p}\left(u, x_{n}\right)+\left(1-\alpha_{n}\right) D_{p}\left(y_{n}, x_{n}\right) \rightarrow 0 \text { as } n \rightarrow \infty,
\end{aligned}
$$

and hence

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left\|x_{n}-z_{n}\right\|=0 \tag{3.19}
\end{equation*}
$$

Next, we show that

$$
\limsup _{n \rightarrow \infty}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}\left(x^{*}\right), z_{n}-x^{*}\right\rangle \leq 0,
$$

where $x^{*}=\Pi_{\Omega} u$. From ( $\mathrm{KLII}^{2}$ ), we have

$$
\begin{aligned}
\limsup _{n \rightarrow \infty}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}\left(x^{*}\right), z_{n}-x^{*}\right\rangle & =\limsup _{n \rightarrow \infty}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}\left(x^{*}\right), x_{n}-x^{*}\right\rangle \\
& =\lim _{i \rightarrow \infty}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}\left(x^{*}\right), x_{n_{i}}-x^{*}\right\rangle
\end{aligned}
$$

Since $E$ is reflexive and $\left\{x_{n}\right\}$ is bounded, there exists a subsequence $\left\{x_{n_{i}}\right\}$ of $\left\{x_{n}\right\}$ such that $x_{n_{i}} \rightharpoonup v \in C$. It follows from Lemma 2.2 that

$$
\begin{aligned}
\limsup _{n \rightarrow \infty}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}\left(x^{*}\right), x_{n}-x^{*}\right\rangle & =\lim _{i \rightarrow \infty}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}\left(x^{*}\right), x_{n_{i}}-x^{*}\right\rangle \\
& =\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}\left(x^{*}\right), v-x^{*}\right\rangle \leq \propto(3.20)
\end{aligned}
$$

Applying Lemma as $n \rightarrow \infty$. Therefore, $x_{n} \rightarrow x^{*}$ as $n \rightarrow \infty$.
Case 2. Suppose that there exists a subsequence $\left\{\Gamma_{n_{i}}\right\}$ of $\left\{\Gamma_{n}\right\}$ such that $\Gamma_{n_{i}}<$ $\Gamma_{n_{i}+1}$ for all $i \in \mathbb{N}$. Let us define a mapping $\tau: \mathbb{N} \rightarrow \mathbb{N}$ by

$$
\tau(n)=\max \left\{k \leq n: \Gamma_{k}<\Gamma_{k+1}\right\} .
$$

Then, by Lemma [2.], we obtain

$$
\Gamma_{\tau(n)} \leq \Gamma_{\tau(n)+1} \quad \text { and } \Gamma_{n} \leq \Gamma_{\tau(n)+1} .
$$

Put $\Gamma_{n}:=D_{p}\left(x_{n}, x^{*}\right)$ for all $n \in \mathbb{N}$. Then, we have from (3.8) that

$$
\begin{aligned}
0 & \leq \lim _{n \rightarrow \infty}\left(D_{p}\left(x_{\tau(n)+1}, x^{*}\right)-D_{p}\left(x_{\tau(n)}, x^{*}\right)\right) \\
& \leq \lim _{n \rightarrow \infty}\left(D_{p}\left(u, x^{*}\right)+\left(1-\alpha_{\tau(n)}\right) D_{p}\left(x_{\tau(n)}, x^{*}\right)-D_{p}\left(x_{\tau(n)}, x^{*}\right)\right) \\
& =\lim _{n \rightarrow \infty} \alpha_{\tau(n)}\left(D_{p}\left(u, x^{*}\right)-D_{p}\left(x_{\tau(n)}, x^{*}\right)\right)=0,
\end{aligned}
$$

which implies that

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left(D_{p}\left(x_{\tau(n)+1}, x^{*}\right)-D_{p}\left(x_{\tau(n)}, x^{*}\right)\right)=0 \tag{3.21}
\end{equation*}
$$

Following the proof line in Case 1, we can show that

$$
\begin{gathered}
\lim _{n \rightarrow \infty}\left\|x_{\tau(n)}-T x_{\tau(n)}\right\|=0 \\
\lim _{n \rightarrow \infty}\left\|A u_{\tau(n)}-P_{Q}\left(A u_{\tau(n)}\right)\right\|=0
\end{gathered}
$$

Further, we can show that

$$
\limsup _{n \rightarrow \infty}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}\left(x^{*}\right), z_{\tau(n)}-x^{*}\right\rangle \leq 0
$$

From (3.]D), we have

$$
\begin{aligned}
D_{p}\left(x_{\tau(n)+1}, x^{*}\right) \leq & \left(1-\alpha_{\tau(n)}\right) D_{p}\left(x_{\tau(n)}, x^{*}\right) \\
& +\alpha_{\tau(n)}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}\left(x^{*}\right), z_{\tau(n)}-x^{*}\right\rangle
\end{aligned}
$$

which implies that

$$
\begin{aligned}
\alpha_{\tau(n)} D_{p}\left(x_{\tau(n)}, x^{*}\right) \leq & D_{p}\left(x_{\tau(n)}, x^{*}\right)-D_{p}\left(x_{\tau(n)+1}, x^{*}\right) \\
& +\alpha_{\tau(n)}\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}\left(x^{*}\right), z_{\tau(n)}-x^{*}\right\rangle
\end{aligned}
$$

Since $\Gamma_{\tau(n)} \leq \Gamma_{\tau(n)+1}$ and $\alpha_{\tau(n)}>0$, we get

$$
D_{p}\left(x_{\tau(n)}, x^{*}\right) \leq\left\langle J_{p}^{E_{1}}(u)-J_{p}^{E_{1}}\left(x^{*}\right), z_{\tau(n)}-x^{*}\right\rangle
$$

Hence, $\lim _{n \rightarrow \infty} D_{p}\left(x_{\tau(n)}, x^{*}\right)=0$. From ( $\boldsymbol{B . V I I}^{2}$ ), we have

$$
\begin{aligned}
D_{p}\left(x_{n}, x^{*}\right) & \leq D_{p}\left(x_{\tau(n)+1}, x^{*}\right)=D_{p}\left(x_{\tau(n)}, x^{*}\right)+\left(D_{p}\left(x_{\tau(n)+1}, x^{*}\right)-D_{p}\left(x_{\tau(n)}, x^{*}\right)\right) \\
& \rightarrow 0 \text { as } n \rightarrow \infty
\end{aligned}
$$

which implies that $D_{p}\left(x_{n}, x^{*}\right) \rightarrow 0$. Therefore $x_{n} \rightarrow x^{*}$ as $n \rightarrow \infty$. Thus from above two cases, we conclude that $\left\{x_{n}\right\}$ and $\left\{u_{n}\right\}$ converge strongly to $x^{*}=\Pi_{\Omega} u$. This completes the proof.

We consequently obtain the following result in Hilbert spaces.
Corollary 3.2. Let $H_{1}$ and $H_{2}$ be two real Hilbert spaces and let $C$ and $Q$ be nonempty, closed and convex subsets of $H_{1}$ and $H_{2}$, respectively. Let $A: E_{1} \rightarrow$ $E_{2}$ be a bounded linear operator and $A^{*}: E_{2}^{*} \rightarrow E_{1}^{*}$ be its adjoint of $A$. Let $\left\{T_{n}\right\}_{n=1}^{\infty}$ be a countable family of quasi-nonexpansive mappings of $C$ into $E_{1}$ such that $F\left(T_{n}\right)=\widehat{F}\left(T_{n}\right)$ for all $n \geq 1$. Suppose that $\Omega:=\bigcap_{n=1}^{\infty} F\left(T_{n}\right) \cap \Gamma \neq \emptyset$. For given $u \in E_{1}$, let $\left\{u_{n}\right\}$ be a sequence generated by $u_{1} \in C$ and

$$
\left\{\begin{array}{l}
x_{n}=P_{C}\left(u_{n}-\lambda_{n} A^{*}\left(I-P_{Q}\right) A u_{n}\right)  \tag{3.22}\\
u_{n+1}=P_{C}\left(\alpha_{n} u+\left(1-\alpha_{n}\right)\left(\beta_{n} x_{n}+\left(1-\beta_{n}\right) T_{n} x_{n}\right)\right), \quad \forall n \geq 1
\end{array}\right.
$$

where $\left\{\alpha_{n}\right\}$ and $\left\{\beta_{n}\right\}$ are sequences in $(0,1)$. Suppose that the step-size $\left\{\lambda_{n}\right\}$ is a bounded sequence chosen in such a way that for small enough $\epsilon>0$,

$$
\begin{equation*}
0<\epsilon<\lambda_{n}<\frac{2\left\|\left(I-P_{Q}\right) A u_{n}\right\|^{2}}{\left\|A^{*}\left(I-P_{Q}\right) A u_{n}\right\|^{2}}-\epsilon, \quad n \in N \tag{3.23}
\end{equation*}
$$

where the index set $N:=\left\{n \in \mathbb{N}:\left(I-P_{Q}\right) A u_{n} \neq 0\right\}$ and $\lambda_{n}=\lambda$ ( $\lambda$ being any nonnegative value), otherwise. Suppose that the following conditions hold:
(C1) $\lim _{n \rightarrow \infty} \alpha_{n}=0$ and $\sum_{n=1}^{\infty} \alpha_{n}=\infty$;
(C2) $0<a \leq \beta_{n} \leq b<1$.
Suppose in addition that $\left(\left\{T_{n}\right\}, T\right)$ satisfies the AKTT-condition. Then, $\left\{x_{n}\right\}_{n=1}^{\infty}$ and $\left\{u_{n}\right\}_{n=1}^{\infty}$ converge strongly to an element $x^{*}=P_{\Omega} u$, where $P_{\Omega}$ is the metric projection from $C$ onto $\Omega$.
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