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1 Introduction

Let C be a nonempty convex subset of a Banach spaceX and T : C → C

be a mapping. A point x ∈ X is a fixed point of T if Tx = x. We denote
by F (T ) the set of all fixed points of T . Let Ti : C → C, i = 1, 2, 3, . . . , N
be mappings, a point x ∈ C is a common fixed point of {Ti}

n

i=1
if Tix = x,

for all i.
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In 2003, Berinde [1] introduced a new type of contraction, called weak
contraction, and proved a fixed point theorem for this type of mappings
in a complete metric space by showing that the Picard sequence converge
strongly to its fixed point.

Recently, there are many iterative methods using to approximate fixed
points of nonlinear mappings, such as Mann iteration and Ishikawa iteration
and Noor iteration.

The Mann iteration (see [2]) is defined by u0 ∈ C and

un+1 = (1− αn)un + αnTun (1.1)

for all n ∈ N, where {αn} is a sequence in [0, 1]. For αn = 1, the iteration
(1.1) called the Picard iteration.

The Ishikawa iteration (see [3]) is defined by s0 ∈ C and

tn = (1− βn)sn + βnTsn,

sn+1 = (1− αn)sn + αnT tn
(1.2)

for all n ∈ N, where {αn} and {βn} are sequences in [0, 1].
The Noor iteration (see [4]) is defined by s0 ∈ C and

un = (1− γn)sn + γnTsn,

wn = (1− βn)sn + βnTun,

sn+1 = (1− αn)sn + αnTwn

(1.3)

for all n ∈ N, where {αn}, {βn} and {γn} are sequences in [0, 1]. It is easy
to see that Mann iteration and Ishikawa iteration are special case of Noor
iteration.

The Noor iteration is an iteration method defined as follow :
Let Ti : C → C, i = 1, 2, 3 be a mapping and let {sn} be a sequence

defined by s0 ∈ C and

un = (1− γn)sn + γnT1sn,

wn = (1− βn)sn + βnT2un,

sn+1 = (1− αn)sn + αnT3wn

(1.4)

for all n ∈ N, where {αn}, {βn} and {γn} are sequence in [0, 1]. We note
that when T1 = T2 = T3 the iteration (1.4) reduce to the Noor iteration
(1.3) for one mapping.

A mapping T is said to be weak contraction if there exists L ≥ 0 and
δ ∈ (0, 1) such that

‖Tx− Ty‖ ≤ δ ‖x− y‖+ L ‖y − Tx‖ for all x, y ∈ C.
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Berinde [1] proved that in a complete metric space X, every weak con-
traction mapping has a fixed point and the Picard iteration {xn} defined
by xn+1 = Txn for all n ∈ N, converges to a fixed point of T .

In 2013, Phuengrattana and Suantai [5] introduced the following itera-
tive method for weak contraction.

zn = (1− γn)xn + γnTxn,

yn = (1− βn)zn + βnTzn,

xn+1 = (1− αn − λn)yn + αnTyn + λnTzn for all n ∈ N,

(1.5)

where x1 ∈ C, {αn}, {βn}, {γn}, {λn} and {αn + λn} are sequence in [0, 1].
They also proved a strong convergence theorem of above iterative method
and compared the rate of convergence between Mann, Ishikawa, Noor and
SP-iterative methods.

In this paper, we propose a new iteration method as the following :
Let C be a nonempty convex subset of a Banach space X and Ti : C →

C, i = 1, 2, 3 be a mapping. Our iteration is defined by x0 ∈ C and

zn = (1− γn)xn + γnT1xn,

yn = (1− βn)xn + βnT2zn,

xn+1 = (1− αn)T3zn + αnT3yn for all n ∈ N,

(1.6)

where {αn}, {βn} and {γn} are sequences in [0, 1].
Then we prove the weak and strong convergence theorems of the pro-

posed iteration method for approximating a common fixed point of Berinde
nonexpansive mappings in a Banach space.

2 Preliminaries

We recall some definitions and useful results that will be used for our
main results.

Definition 2.1. Let C be a nonempty subset of Banach space X. A
mapping T : C → C is said to be contraction if there exists k ∈ [0, 1) such
that

‖Tx− Ty‖ ≤ k ‖x− y‖ for all x, y ∈ C. (2.1)

Definition 2.2. Let C be a nonempty subset of Banach space X. A
mapping T : C → C is said to be nonexpansive if

‖Tx− Ty‖ ≤ ‖x− y‖ for all x, y ∈ C. (2.2)
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Definition 2.3 (Condition (∗)). Let C be a nonempty subset of Banach
space X and a mapping T : C → C is satisfy condition (∗) if there exists a
constant L ≥ 0 such that

‖Tx− Ty‖ ≤ ‖x− y‖+ L ‖x− Tx‖ for all x, y ∈ C. (2.3)

Definition 2.4. Let C be a nonempty subset of Banach space X. A
mapping T : C → C with F (T ) 6= ∅ is said to be F -contraction if there
exists k ∈ [0, 1) such that

‖Tx− p‖ ≤ k ‖x− p‖ for all x ∈ C, p ∈ F (T ). (2.4)

Definition 2.5. Let C be a nonempty subset of Banach space X. A
mapping T : C → C with F (T ) 6= ∅ is said to be quasi-nonexpansive if

‖Tx− p‖ ≤ ‖x− p‖ for all x ∈ C, p ∈ F (T ). (2.5)

It is clear that a F -contraction is quasi-nonexpansive.

Definition 2.6. Let C be a nonempty subset of Banach space X. A
mapping T : C → C is said to be Berinde nonexpansive if there exists
L ≥ 0 such that

‖Tx− Ty‖ ≤ ‖x− y‖+ L ‖y − Tx‖ for all x, y ∈ C. (2.6)

Definition 2.7. ABanach spaceX is said to satisfy Opials condition if any
sequence {xn} in C ⊂ X, xn ⇀ x as n → ∞ implies that lim inf

n→∞

‖xn − x‖ <

lim inf
n→∞

‖xn − y‖ for all y ∈ C with y 6= x.

Definition 2.8. Let X be a normed space and C ⊂ X. A mapping
T : C → X is said to be demicompact if for any sequence {xn} in X such
that

‖xn − Txn‖ → 0 as n → ∞,

there exists subsequence {xnk
} of {xn} such that {xnk

} converge strongly
to x ∈ C.

We will use the notation :

1. → for strong convergence and ⇀ for weak convergence.

2. ω(xn) = {x|∃xnk
⇀ x} denotes the weak ω-limit set of {xn}.

Lemma 2.9. Let X be a uniformly convex Banach space and Br = {x ∈
X : ‖x‖ ≤ r, r > 0}. Then there exists a continuous, strictly increasing,
and convex function g : [0,∞) → [0,∞), g(0) = 0 such that

‖λx+ βy + γz‖2 ≤ λ ‖x‖2 + β ‖y‖2 + γ ‖z‖2 − λβg(‖x− y‖) (2.7)

for all x, y, z ∈ Br and λ, β, γ ∈ [0, 1] with λ+ β + γ = 1.
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3 Main Results

We will prove weak and strong convergence theorems of our iteration
method. To prove this, the following Lemma are needed.

Lemma 3.1. Let C be a nonempty closed convex subset of a Banach space
X and Ti : C → C, i = 1, 2, 3 be quasi-nonexpansive mappings. Assume that
⋂

3

i=1
F (Ti) 6= ∅ and {xn} be a sequence generated by (1.6) and {αn}, {βn}

and {γn} are sequences in [0, 1]. Then for p ∈
⋂

3

i=1
F (Ti),

(1) ‖xn+1 − p‖ ≤ ‖xn − p‖ , ∀n ∈ N,

(2) lim
n→∞

‖xn − p‖ exists.

Proof. (1) Let p ∈
⋂

3

i=1
F (Ti). By using (1.6) and Ti : C → C, i = 1, 2, 3

are quasi-nonexpansive, we have

‖zn − p‖ = ‖(1− γn)xn + γnT1xn − p‖

= ‖(1− γn)(xn − p) + γn(T1xn − p‖

≤ (1− γn) ‖xn − p‖+ γn ‖T1xn − p‖

≤ (1− γn) ‖xn − p‖+ γn ‖xn − p‖ = ‖xn − p‖

and

‖yn − p‖ = ‖(1− βn)xn + βnT2zn − p‖

= ‖(1− βn)(xn − p) + βn(T2zn − p)‖

≤ (1− βn) ‖xn − p‖+ βn ‖T2zn − p‖

≤ (1− βn) ‖xn − p‖+ βn ‖zn − p‖

≤ (1− βn) ‖xn − p‖+ βn ‖xn − p‖ = ‖xn − p‖ .

From above inequalities, we get

‖xn+1 − p‖ = ‖(1− αn)T3zn + αnT3yn − p‖

= ‖(1− αn)(T3zn − p) + αn(T3yn − p)‖

≤ (1− αn) ‖T3zn − p‖+ αn ‖T3yn − p‖

≤ (1− αn) ‖zn − p‖+ αn ‖yn − p‖

≤ (1− αn) ‖xn − p‖+ αn ‖xn − p‖ = ‖xn − p‖ .

Hence, we have ‖xn+1 − p‖ ≤ ‖xn − p‖ ∀n ∈ N.

(2) From (1) and {‖xn − p‖} is non-increasing and bouded below, then
we have that lim

n→∞

‖xn − p‖ exists.



634 Thai J. Math. 15 (2017)/ S. Kosol

Theorem 3.2. Let X be a uniformly convex Banach space and C be a
nonempty closed convex subset of X. Let Ti : C → C, i = 1, 2, 3 be
Berinde nonexpansive and quasi nonexpansive mappings. Assume that
⋂

3

i=1
F (Ti) 6= ∅ and let {xn} be a sequence generated by (1.6) where {αn},

{βn} and {γn} are sequences in [0, 1] which satisfy the following conditions

(a) lim sup
n→∞

αn < 1 and 0 < lim inf
n→∞

γn ≤ lim sup
n→∞

γn < 1,

(b) lim inf
n→∞

αn > 0 and 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1,

(c) 0 < lim inf
n→∞

αn ≤ lim sup
n→∞

αn < 1.

Then

(1) lim
n→∞

‖xn − T1xn‖ = 0, lim
n→∞

‖xn − T2zn‖ = 0 and lim
n→∞

‖T3zn − T3yn‖

= 0.

(2) lim
n→∞

‖zn − xn‖ = 0, lim
n→∞

‖yn − xn‖ = 0 and lim
n→∞

‖xn+1 − T3zn‖ = 0.

(3) lim
n→∞

‖xn − T2xn‖ = 0.

Proof. (1) Let p ∈
⋂

3

i=1
F (Ti). From Lemma 3.1, we have lim

n→∞

‖xn − p‖

exists and hence {‖xn − p‖} is bounded. Then there exixts M > 0 such
that ‖xn − p‖ ≤ M, ∀n ∈ N. By quasi-nonexpansiveness of Ti, we have
{xn− p}, {T1xn− p}, {T2zn− p}, {T3zn− p}, {T3yn− p} ⊆ BM . By Lemma
2.9, there exists a continuous strictly increasing and convex function g :
[0,∞) → [0,∞), with g(0) = 0 such that

‖zn − p‖2 = ‖(1− γn)(xn − p) + γn(T1xn − p)‖2

≤ (1−γn)‖xn− p‖2+γn ‖T1xn − p‖2−(1− γn)γng(‖xn − T1xn‖)

≤ (1−γn) ‖xn − p‖2+γn ‖xn − p‖2−(1− γn)γng(‖xn − T1xn‖)

= ‖xn − p‖2 − (1− γn)γng(‖xn − T1xn‖), (3.1)

‖yn − p‖2 = ‖(1− βn)(xn − p) + βn(T2zn − p)‖2

≤ (1−βn) ‖xn − p‖2+βn ‖T2zn − p‖2−(1−βn)βng(‖xn − T2zn‖)

≤ (1−βn) ‖xn − p‖2+βn ‖zn − p‖2−(1−βn)βng(‖xn − T2zn‖)

≤ (1−βn) ‖xn − p‖2+βn ‖xn − p‖2−(1−βn)βng(‖xn − T2zn‖)

= ‖xn − p‖2 − (1 − βn)βng(‖xn − T2zn‖). (3.2)
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From above inequalities, we have

‖xn+1 − p‖2 = ‖(1− αn)T3zn + αnT3yn − p‖2

= ‖(1− αn)(T3zn − p) + αn(T3yn − p)‖2

≤ (1− αn) ‖T3zn − p‖2 + αn ‖T3yn − p‖2

− (1− αn)αng(‖T3zn − T3yn‖)

≤ (1− αn) ‖zn − p‖2 + αn ‖yn − p‖2

− (1− αn)αng(‖T3zn − T3yn‖)

≤ (1− αn)(‖xn − p‖2 − (1− γn)γng(‖xn − T1xn‖)

+ αn(‖xn − p‖2 − (1− βn)βng(‖xn − T2zn‖)

− (1− αn)αng(‖T3zn − T3yn‖)

≤ ‖xn − p‖2 − (1− αn)(1− γn)γng(‖xn − T1xn‖)

− αn(1− βn)βng(‖xn − T2zn‖)

− (1− αn)αng(‖T3zn − T3yn‖). (3.3)

From (3.3), we have

‖xn+1 − p‖2 ≤ ‖xn − p‖2 − (1− αn)(1 − γn)γng(‖xn − T1xn‖).

Hence, we have

(1− αn)(1− γn)γng(‖xn − T1xn‖) ≤ ‖xn − p‖2 − ‖xn+1 − p‖2 .

Since lim
n→∞

‖xn − p‖ exists and by assumption (a), we get

lim
n→∞

g(‖xn − T1xn‖) = 0.

Since g is continuous and g(0) = 0, we have

lim
n→∞

‖xn − T1xn‖ = 0. (3.4)

From (3.3), we have

αn(1− βn)βng(‖xn − T2zn‖) ≤ ‖xn − p‖2 − ‖xn+1 − p‖2

and (1− αn)αng(‖T3zn − T3yn‖) ≤ ‖xn − p‖2 − ‖xn+1 − p‖2 .

By lim
n→∞

‖xn − p‖ exists and assumption (b) and (c), we obtain

lim
n→∞

g(‖xn − T2zn‖) = 0 and lim
n→∞

g(‖T3zn − T3yn‖) = 0.
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Since g is continuous and g(0) = 0, we have

lim
n→∞

‖xn − T2zn‖ = 0 and lim
n→∞

‖T3zn − T3yn‖ = 0. (3.5)

(2) From (1.6) and results from (1), we have

‖zn − xn‖ ≤ γn ‖xn − T1xn‖ ≤ ‖xn − T1xn‖ → 0,

‖yn − xn‖ ≤ βn ‖xn − T2zn‖ ≤ ‖xn − T2zn‖ → 0,

‖xn+1 − T3zn‖ ≤ αn ‖T3zn − T3yn‖ ≤ ‖T3zn − T3yn‖ → 0.

Hence, we obtain

lim
n→∞

‖zn − xn‖ = 0, lim
n→∞

‖yn − xn‖ = 0 and lim
n→∞

‖xn+1 − T3zn‖ = 0.

(3) For n ∈ N, we have

‖xn − T2xn‖ ≤ ‖xn − T2zn‖+ ‖T2zn − T2xn‖

≤ ‖xn − T2zn‖+ ‖zn − xn‖+ L ‖xn − T2zn‖ .

It follows that lim
n→∞

‖xn − T2xn‖ = 0.

Theorem 3.3. Let X be a uniformly convex Banach space and C be a
nonempty closed convex subset of X. Let Ti : C → C, i = 1, 2, 3 be
Berinde nonexpansive and quasi nonexpansive mappings. Assume that
⋂

3

i=1
F (Ti) 6= ∅ and let {xn} be a sequence generated by (1.6) where {αn},

{βn} and {γn} are sequences in [0, 1], and satisfly the condition (a), (b), (c)
of Theorem 3.2. If T1 or T2 is demicompact, then {xn} converges strongly
to a common fixed point of {Ti}

3
i=1

.

Proof. By Theorem 3.2, we have lim
n→∞

‖xn−T1xn‖ = 0 and lim
n→∞

‖xn−T2xn‖

= 0. Without loss of generality, we assume that T1 is demicompact. Then
there exists a subsequence {xnk

} of {xn} such that xnk
→ q,∃q ∈ C. For

each k ∈ N, we have

‖T1xnk
− T1q‖ ≤ ‖xnk

− q‖+ L ‖q − T1xnk
‖

≤ ‖xnk
− q‖+ L ‖q − xnk

‖+ ‖xnk
− T1xnk

‖ → 0.

Hence
lim
n→∞

‖T1xnk
− T1q‖ = 0. (3.6)

By triangle inequality, we have

‖q − T1q‖ ≤ ‖q − xnk
‖+ ‖xnk

− T1xnk
‖+ ‖T1xnk

− T1q‖ .
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It follows from (3.6) that ‖q − T1q‖ = 0. Hence T1q = q and

‖q − T2q‖ ≤ ‖q − xnk
‖+ ‖xnk

− T2znk
‖+ ‖T2znk

− T2q‖

≤ ‖q − xnk
‖+ ‖xnk

− T2znk
‖+ ‖znk

− q‖+ L ‖q − T2znk
‖

≤ ‖q − xnk
‖+ ‖xnk

− T2znk
‖+ ‖znk

− xnk
‖+ ‖xnk

− q‖

+ L ‖q − xnk
‖+ ‖xnk

− T2znk
‖ → 0.

Therefore, ‖q − T2q‖ = 0. Hence T1q = q. Since T3 is Berinde nonexpan-
sive, we have

‖T3znk
− T3q‖ ≤ ‖znk

− q‖+ L ‖q − T3xnk
‖

≤ ‖znk
− q‖+ L

∥

∥q − xnk+1

∥

∥+
∥

∥xnk+1
− T3znk

∥

∥ → 0.

Hence

lim
n→∞

‖T3znk
− T3q‖ = 0. (3.7)

By triangle inequality, we have

‖q − T3q‖ ≤
∥

∥q − xnk+1

∥

∥+
∥

∥xnk+1
− T3znk

∥

∥+ ‖T3znk
− T3q‖ → 0.

Hence ‖q − T3q‖ = 0, so T3q = q. Thus q ∈
⋂

3

i=1
F (Ti). By Lemma (3.1),

we have that lim
n→∞

‖xn − q‖ exists. Since lim
n→∞

‖xnk
− q‖ = 0, it follow that

xn → q.

A mapping T is said to be demiclosed at 0 if {xn} ⊂ C, xn ⇀ x, for
some x ∈ C and ‖xn − Txn‖ → 0, then x ∈ F (T ).

Theorem 3.4. Let C be a nonempty closed convex subset of Banach space
X that satisfies the Opials condition and T : C → C be a mapping satisfying
the condition (∗). Then T is demiclosed at 0.

Proof. Let {xn} be the sequence in C such that xn ⇀ x, for some x ∈ C

and ‖xn − Txn‖ → 0. For each n ∈ N, we have

‖xn − Tx‖ ≤ ‖xn − Txn‖+ ‖Txn − Tx‖

≤ ‖xn − Txn‖+ ‖xn − x‖+ L ‖xnTxn‖ ,

which implies

lim inf
n→∞

‖xn − Tx‖ ≤ lim inf
n→∞

‖xn − x‖ .
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Suppose that Tx 6= x, by Opials condition, we have

lim inf
n→∞

‖xn − Tx‖ ≤ lim inf
n→∞

‖xn − x‖

< lim inf
n→∞

‖xn − Tx‖ ,

which is a contradiction. Therefore, Tx = x.

We next prove weak convergence of the iteration (1.6) to a common
fixed point of Berinde nonexpansive mappings.

Theorem 3.5. Let X be a uniformly convex Banach space having Opials
condition and C be a nonempty closed convex subset of X and let Ti :
C → C, i = 1, 2, 3 be Berinde nonexpansive mappings such that T1 and
T2 satisfy condition (∗) and T3 is weakly continuous. Suppose {xn} be a
sequence generated by (1.6) where {αn}, {βn} and {γn} are sequences in
[0, 1] which satisfy the following conditions:

(a) lim sup
n→∞

αn < 1 and 0 < lim inf
n→∞

γn ≤ lim sup
n→∞

γn < 1,

(b) lim inf
n→∞

αn > 0 and 0 < lim inf
n→∞

βn ≤ lim sup
n→∞

βn < 1,

(c) lim
n→∞

αn = α, for some α ∈ (0, 1).

Then {xn} converges weakly to x ∈
⋂

3

i=1
F (Ti).

Proof. By Theorem 3.2, we obtain

(1) lim
n→∞

‖xn − T1xn‖ = 0, lim
n→∞

‖xn − T2zn‖ = 0 and lim
n→∞

‖T3zn − T3yn‖

= 0,

(2) lim
n→∞

‖zn − xn‖ = 0, lim
n→∞

‖yn − xn‖ = 0 and lim
n→∞

‖xn+1 − T3zn‖ = 0,

(3) lim
n→∞

‖xn − T2xn‖ = 0.

By Lemma 3.1, we know that a sequence {xn} is bounded, so it has a
weakly convergent subsequence. We may assume that xn ⇀ x, for some
x ∈ C. By (2), we obtain zn ⇀ x and yn ⇀ x. It follows by Theorem 3.4
that x ∈ F (T1) and x ∈ F (T2). From

xn+1 = (1− αn)T3zn + αnT3yn
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and T3 is weakly continuous, we obtain

xn+1 = (1− αn)T3zn + αnT3yn ⇀ (1− α)T3x+ αT3x = T3x,

which implies x = T3x, this is x ∈ F (T3). Therefore, xn ⇀ x and x ∈
⋂

3

i=1
F (Ti).
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