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Abstract : In this paper, we refine and extend a result obtained in [I] to com-
pute the determinant of a graph that is constructed by joining two graphs with two
new non-coinciding undirected edges. Here, we join the two graphs with j edges
and create a procedure to decompose the determinant of the combined graph. For
that, we implement two graph operations: vertex deletion and directed graph han-
dle. We demonstrate the obtained results with constructions that involve different
basic (di)graphs: (di)paths, (di)cycles and generalized tournaments-special types
of directed complete graphs.
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1 Introduction and Preliminaries

The study of the algebraic properties of graphs and in particular the compu-
tation of the determinant of a graph has proven to be a productive and useful
exercise and gives us valuable information about the structure of the graph. As
usual, by the determinant of a graph G with a vertex set V(G) = {1,2,...,m}, we
understand the determinant of its adjacency matriz A(G). Recall that the adja-
cency matrix of a graph is a square matrix of order the order of the graph, with the
a;j element of A(G) equal to 1 when the ordered pair of vertices (4, j) is an element
of the edge set E(G) and a;; = 0 otherwise. Clearly, if a graph G is undirected,
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a;j; = aj; and a;; = 1 when the unordered pair of vertices {i,j} is an element
of E(G). From this point on, we work with directed graphs (or digraphs) unless
specifically stated otherwise. We denote the determinant of the adjacency matrix
of a graph G with det(G) or |G|. When S is a set, |S| denotes the cardinality of
the set S. When not specified, all modular computations are modulo 4.

The following elementary graphs and their determinants are widely used in
the demonstrations of the results.
A directed path P,,, m > 1is a digraph with m vertices, a vertex set V(P,,) =

—

{1,2,...,m} and an edge set E(FP,) = {(1,2),(2,3),...,(m — 1, m)}. Pictorially,
1 2 m
e e e

A directed cycle C_"m, m > 2 is a digraph with m vertices, a vertex set V(ém) =

{1,2,...,m} and an edge set E(C,,) = {(1,2),(2,3),...,(m—1,m), (m,1)}.
Clearly, det(P,,) = 0 and for the determinant of C,, we have

—

det(C,,) = (=1)™"1. (1.1)

In [2], Harary introduced a general technique for the computation of determi-
nant of graphs.

Definition 1.1. A spanning subgraph S of a digraph (or graph) G is a subgraph
such that V(S) = V(G).

Definition 1.2. A directed linear subgraph D; of a digraph G is a spanning sub-
graph of G such that D; is a disjoint union of directed cycles.

Lemma 1.3 ([2]). Let G be a digraph of order m and D; denote the n directed
linear subgraphs of G. Then,

det(G) = i det(D;).

From the above Lemma it follows directly, that the determinant of a disjoint
union of graphs is the product of the determinants of its components.

A path graph P,,, m > 1 is a undirected graph with m vertices, vertex set
V(Pn)={1,2,...,m} and an edge set E(Py,) = {{1,2},{2,3},..., {m—1,m}}.

The length of a path is the number of edges of the path.

A path in a graph G is a sequence of distinct vertices, such that adjacent
vertices in the sequence are adjacent in the graph. The distance between two
vertices u and v from V(G), denoted d(u,v), is the length of the shortest path in
G that starts on v and ends on v, also called the u — v geodesic.

A cycle graph C,,, m > 3 is a undirected graph with m vertices, vertex
set V(Cr) = {1,2,...,m} and an edge set E(C,) = {{1,2},{2,3},...,{m —
1,m},{m,1}}.
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The determinants of these graphs are as follows, where all modulo computa-
tions are modulo 4: (see [1])

1, m=0, 0, m=0,
det(Pn)=4¢ 0, m=1,3, det(Cp) =< 2, m=1,3, (1.2)
-1, m=2. —4, m=2

The determinant of the complete graph K,,, m > 1, that is a undirected graph
with m vertices any two of which are connected, is given by

det(K,,) = (=1)""*(m — 1). (1.3)

Recall further that a graph where every pair of distinct vertices is connected
by a single directed edge is called a tournament [3]. In the context of tournaments,
the vertices represent players (actors) and a directed edge represents the outcome
of the game with the directed edge pointing from a winner to a loser. Here, we
define a generalized tournament to be a graph where every pair of distinct vertices
is connected by a single directed or undirected edge. Since each undirected edge
can be considered as a pair of directed edges pointing in opposite directions, we
extend the context of tournaments by allowing an undirected edge (or double arrow
edges) to represent a draw for the game between the connected players.

Let ff;‘; denote a generalized tournament with a sole winner, that is a gener-
alized tournament in which the player w wins against all other players, while all
other players draw among themselves.

Similarly, let K{onwzwn) gy go< m, denote a generalized tournament
with a chain of winners, that is a tournament where w; beats all other players,
wsy beats all others but w; and so on, with all vertices not listed in the winners
chain drawing among each other.

By analogy, let I_(’fn denote a generalized tournament with a sole loser, and
kﬁl’b"“’l“ with k& < m, denote a generalized tournament with a chain of losers.

Clearly, for the classes of generalized tournaments above if k = m we obtain
transitive directed complete graphs, that is - transitive tournaments. Furthermore,
the determinants for all winners’ (respectively losers’) classes are 0, since the ad-
jacency matrix contains a zero column (row).

2 Graph Operations

We solve the underlying problem of this work, the determinant of graphs joined
by j edges, with the help of two “editing” operations on graphs: vertex deletion
and appending directed graph handles.

2.1 Vertex Deletion

Definition 2.1. (Vertex Deletion) For a graph G and a vertex v € V(G) we
denote by G\v the subgraph of G obtained by removing the vertex v from V(G)
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and all edges that are incident with v from the E(G).
Further, if W is a subset of vertices of G, we denote by G\W the subgraph of
G obtained by deleting all vertices in W from G.

Clearly, for any graph G, the determinant of G\, is equal to the minor A;;(G),
obtained by removing the ith row and column from A(G).

Example 2.2. Let W C V(G) be proper non-empty subset of vertices of a graph
G. For a complete graph K,,, the determinant of K,,\W is equal to the de-
terminant of the complete graph K,, |w|. For a cycle graph with a single ver-
tex removed we have det(Cy,\v) = det(P,—1) and det(C,,\W) equals the prod-
uct of the determinants of the disjoint paths that remain after the deletion of
the vertices in W from Cp,. Furthermore, det(C,,\W) = 0 and det(K2\W) is
(—1)m=WI=1(m — |W| — 1) if w € W and 0 otherwise.

2.2 Directed Graph Handles

Next we define a new graph editing operation, appending directed graph han-
dles, which, in the context of the determinant of a graph, is a generalization of
vertex deletion.

Definition 2.3. (Directed Graph Handle) For a graph G of order m and
vertices u,v € V(G), we denote G(,,) to be the graph where a new vertex w is
added to V(G) and a directed edge from vertex u to vertex w and a directed edge
from vertex w to vertex v are added to E(G). Vertex w is called the directed graph
handle vertex of the directed graph handle (u,v).

Further, if B is a set of ordered pairs of elements of V(G), we denote G to
be the graph where for each (u;,v;) € B a new directed graph handle is appended
to G.

The following results for directed graph handles on arbitrary graphs are straight-
forward to obtain, so we list them without a proof.

Lemma 2.4. Let G be a graph and i € V(G) be any vertex of G, with |V(G)| > 1.
Then

Further,

Lemma 2.5. Let G be a graph and B = {(u;,v;) | wi,v; € V(G)}. If there exists
(s, vi), (uj,v;) € B such that u; = u; or v; = v; for some i # j then

det(Gg) = 0.

By the symmetry of the adjacency matrix of an undirected graph we have the
following lemma.
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Lemma 2.6. Let G be an undirected graph and let i,5 € V(G). Then

Example 2.7. Recall that the determinant of a graph G is the sum of the deter-
minants of the directed linear subgraphs of G. (See Lemma [.3).

—

The only way to obtain a directed linear subgraph in (P, ), ) is when i =m

and j = 1. The only directed linear subgraph in that case is isomorphic to 6m+1,
thus

- (71)777,’ J=1Lli=m,
det((Pm)(i,j)) = { 0 otherwise. @1

—

In the case of (Cy,)q ;) clearly, if the distance d(i,7) is not equal to 1, a
directed linear subgraph does not exist, and in the case of d(i,j) = 1 the only
existing directed linear subgraph is isomorphic to 6m+1. Thus

det((Crm) (1)) = {(1)m’ di, j) =1, (2.2)

0, otherwise.

Next, let us consider a directed graph handle on a generalized tournament
with a sole winner.

Clearly, for (I?%)(i,j) if 7 # w then |(I?};’I)(”)| = 0, since no directed cycle
subgraph of (I?T“,ZL)(Z j) can contain w and thus, a directed linear subgraph does not
exist.

If i = j = w then |(I_('}7”1)(w’w)| = —|Kp—1|, from Lemma [Z4] Finally, if j = w
and ¢ # w, a simple adjacency matrix argument yields that det(l_('}v‘;)(iyj) =(-1)™.
Thus, we obtain

(=™, i Fw, j=w,
“u —1)m Y m—-2), i=j=w,
det((R)g) = { D" m=2), i=J (2.3)
0, otherwise.

Note that some of the arguments made above are easier to obtain using the
adjacency matrix and Lemma[2.4linstead of the directed linear subgraphs. Putting
the two arguments together, however, yields a nontrivial combinatorial result. In
particular, a directed cycle subgraph that contains w, must contain the directed
graph handle vertex and the vertex i. Thus the determinant of (I_('}?”@)(iyj) in this
case is a sum of the form

(K& il = P(m—2,0)|C5||Kpo| + P(m —2,1)|Cy||[Kps| + - -+

2 - 2.4
© Plm—2m— 2)|Con ||Ka| + P —2,m — 2)\Cona], Y

where P(n,r) denotes the number of permutations of r elements from a set of n
elements.
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Substituting (LI)), (L3) and Z3)) in Z4) we get

(=)™ = 2 [P(m —2,4)(=1)"2(=1)"""(m —i = 3)] + (1) P(m — 2,m — 2)
=0

W~

and thus the nontrivial combinatorics identity:

n—1

n!z(nnf!i)'(nil)l.

i=0 ’
Now, let us consider directed handles appended to some undirected graphs.

Example 2.8. For the case of computing the determinant of (K,)(; ;) observe
that any directed cycle that contains the vertex 7 must also contain the directed
handle vertex m 4+ 1 and thus will only have an outgoing edge from j towards
the vertices of K,. Thus, computing det((Ky,)(, ;) is equivalent to computing

det((f%)(i,j)) with w = j, that is

(1) Ym—2), i=j,
det((Km)ig) = 4 (—1ym, othgrwise. (25)

Next, consider a path graph with directed handle (i, 7). Without loss of gen-
erality let us assume that ¢ < j. (See Lemma 2.6]). Note further, that the edges
{i—1,i} and {j,7 + 1}, for i > 1 and j < m, can never be part of a dicycle of a
directed linear subgraph of (P,,)(; j), thus they can be deleted, which yields a three
component subgraph of (Pm)(i,j) whose determinant is equal to the determinant
of (Pm)(i,j)- That is, |(Pm)@,j)| = |PZ-,1||8]-,Z-+2||Pm,j| that yields the following
result, where d = j —i = d(i, 7).

1, ¢odd and d+m = 3,
det((Pn)i,5) = § —1, iodd and d+m =1, (2.6)

0, otherwise.

A direct check shows that the formula also holds when i = 1, j = m and when
i=7.

As a final example, for the determinant of a cycle graph C,, with a directed
handle (7, j) observe that when i # j any directed linear subgraph of (C.;,)(;, ;) must
contain one of two possible dicycles through the directed graph handle vertex w :
the dicycle through w that contains the i — j geodesic or the dicycle through w
that contains the complementary ¢ — j path. Clearly, those cycles are isomorphic
to 8d+2 and C,,,_(4—1)+1, where d = d(i, j). Thus,

|(Cm)(i7j)| = |8d+2||me(d+1)| + |8m7(d71)+1||Pd—1|-
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Substituting ([I]) and (T2) in the above equation yields the following result:

0, m=0or(m=2andd=0,2),
, (m=landd=0,1)or (m=3and d=1,2),
det((Cm),jy) =4 -1, (m=landd=2,3)or (m=3andd=0,3), (2.7)
2, m=2andd=1
-2, m=2andd=3.

Modifying the directed linear subgraphs argument or using Lemma [Z.4] shows the
the formula holds and in the case ¢ = j.

The following lemma shows that more than one directed graph handle on a
complete graph yields a zero determinant graph as long as the end of one directed
graph handle is not the beginning of another.

Lemma 2.9. Let B be a collection of directed graph handles on K,, such that
|B| > 2 and for any (u;,v;), (uj,v;) € B, v; # uj. Then,

det((Km)B) = 0.

Proof. If u; = u; or v; = v; for any (u;,v;), (u;,v;) € B, then |(K,,)g| = 0 from
Lemma Otherwise, expanding twice along row m + 1 from the adjacency
matrix of (K,,)p, gives a minor with two equal rows, because v; # u; for any
(uiavi)a(ujavj)eB' U

3 Main Results

We move to the main goal of the work - creating a procedure to calculate the
determinant of a graph that is a joint of two graphs with j new non-coinciding
undirected edges. We develop the procedure by modifying the Laplace expansion
formula with the help of the previously defined graph operations: vertex deletion
and appending of directed graph handle.

For the purpose of the discussion going forward let us introduce the following
notations.

For a square matrix A of order n X n and k-tuples r = (ry,79,...,7%), ¢ =
(c1,¢0, ) with 1 <k <m, 1<rm <rg-<rg<n,1<c¢ <c--<c<n
let S(A;r,c) denote the submatrix of A obtained by selecting the rows indicated
in r and the columns indicated in c. Let S*(A;r,c) denote the submatrix of A
obtained by deleting the rows indicated in r and the columns indicated in c.
Finally, for a k-tuple a = (a1, aq, ..., ax), let e(a) = Zle a; and for an integer n
let e(n) =Y i.

Recall the following result, attributed to Laplace.
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Theorem 3.1 ([4]). (Laplace Expansion Formula)
Let A be an n x n matriz and let v = (r1,7r2,...,7%) be k-tuples of row indices,
where l<k<nandl1<ri <rg---<rp<n. Then

det(4) = (=177 (=1)79|S(A; 7€) 5™ (A; 7 )|

where the summation is over all k-tuples ¢ = (c1,ca,...,c) for which 1 < ¢; <
cy--<cp <.

Next, observe that the determinant of a graph does not depend of the labeling
of the vertices, since a relabeling yields a graph isomorphic to the original one. So,
the following definition is not restrictive in the ways two graphs can be joined by
7 new vertices, but rather creates structure and removes the ambiguity from the

notation G < H.

Definition 3.2. Let G and H be two graphs with vertex sets V(G) = {1,...,m}
and V(H) = {m + 1,...,m + n} respectively and let j < min(m,n). We define
G £ H to be the graph formed by joining “the last” j distinct vertices of G (by
natural order) with ”the first” j distinct vertices of H, so that the edge set of
GLHis E(GXH)=EGUEMH)U{{m+1—im+i}|1<i<j}and the
vertex set is V(G < H) = V(G)UV(H). We call the pair of connected vertices
{m+ 1 —14,m+ i} mirror of each other.

From the definition above, the adjacency matrix of G L H is a block matrix
of the form:

AG L H) =

0

Consider the Laplace expansion on the block matrix A(G Lo ) above, with
r=(1,..,m).

By construction, the (possible) non-zero summands in the expansion are those
with ¢ = (1,...,m — j,p1,...,p;), where (p1,...,p;) is an ordered j-tuple with p; <
p2 < --- < pj, chosen from the set J = {m —j+1,...m,m+1,...m+ j}.
Observe, that the set J lists all vertices from G and H that are connected, that is
|J| = 25 and thus, there are at most (QJJ ) non-zero minors. Observe further, that
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the (possible) non-zero minors in the expansion fall in one of the following four
categories:

Case I. In the case when (p1,...,p;) = (m —j+1,...,m) (that is all vertices
of G are selected) the submatrix S(G =y ;ryc) is the adjacency matrix of G and

S*(G L H;r,c) is the adjacency matrix of H. Thus, the summand in the Laplace
expansion is (—1)5®+¢(®) det(G) det(H) = det(G) det(H) and so knowledge of the
determinants of the individual graphs G and H is required.

Case II In the case when (p1,...,p;) is in the form where for every missing
vertex from G the mirror vertex from H is present, (for example (m—j+1,...,m—
I,m—+1)or (m—j+1,..,m—2,m,m+2) and so on) then the determinant of

S(G L H; r,c) is equal (up to a sign) to the determinant of G\ R where R is the set

of the missing vertices of G in (ps,...,p;) and the determinant of S*(G < H;r,c)
is equal (up to a sign) to |H \ R*|, where R* is the set of the added vertices
of H in (p1,...,pj). Thus, in these cases the computations of the minors can be
performed using the vertex deletion operation. Clearly, there are 2/ —1 such minors
in the Laplace expansion and we can calculate the sets R and R* explicitly from

(p1; -, 15)-

Case III. In the case when (p1,...,p;) is in the form where for every missing
vertex from G the mirror vertex from H is also not present (for example (m —
j+l,..om—1m+2)or(m—j+1,...,m—2m+3,m+4) and so on), then

the determinant of S(G L H, r,c) is equal (up to a sign) to the determinant of G
with directed graph handles appended in the following order: the smallest missing
vertex from G is the end of a handle that starts at the mirror of the largest vertex
that is added from H, and so on following the natural order.

To demonstrate this finding, consider ¢ = (1, ..., m—j, m—j+1,...,m—1,m+2),
that is, a choice in which the only vertex from G that is not present in ¢ is m and the
substitute from H is m+ 2, which is not a mirror of m. In this case the determinant

of S(G L H;r,c) is equal (up to sign) to the determinant of G'(;;,—1 ). The handle
starts at m — 1 — the mirror of m + 2 and ends at m.
Similarly, in the case of ¢ = (1,....m—j,m—j+1,....,m—2,m+3,m+4), the

computation of the determinant of S(G < H;r,c) can be obtained (up to a sign),
through the computation of the determinant of Gp where B is a two handles set,
B = {(m—2,m),(m —3,m — 1)}. That is, the handles are: a handle from m — 3
(the mirror of m 4 4) to m — 1 and a handle from m — 2 to m.

Following the process described above, the submatrix S(G g ;T,¢) can be
naturally build up to the adjacency matrix of Gp by adding to A(G) two rows with
only non-zero entries corresponding to the missing elements of G in (p1, ..., p;) and
two columns with only non-zero entries corresponding to the mirrors of the added
vertices of H in (p1, ..., pj). Clearly, the determinants of the two matrices are equal
(up to a sign). In particular,
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J
|S(G = H; I‘,C)| = 7|G{(m—2,m),(m—3,m—1)}|

. G

[eoale o)
OO0

[eles]
=]
(=l

The appended graphs Gp and Hp~ in this case are:

.

/

Similar build up can be done for the symmetric submatrix S*(G =y ;ryC) to
the adjacency matrix of Hp«. Thus, in these cases the computations of the minors
can be performed using the directed graph handle operation.

/2l . .

Finally, note that there are Z <‘7) . <‘7 . Z) minors in the Laplace expand

i i
i=1

of this type.

Remark 3.1. Clearly, the build up of S(G L H;r,c) to that of an adjacency
matrix of G with appended handles can be done in more than one way, with any
permutation of the added rows and columns leading to equal up to sign deter-

minants. Thus, for consistency we impose the build up of S(G Lh ;ryc) to the
matrix of G with directed graph handles appended in the following order: the
smallest missing vertex from G is the end of a handle that starts at the mirror of
the largest vertex that is added from H, and so on following the natural order.

9
Case IV. The remaining minors in the Laplace expansion, there are ( j) —
J

[27 + Z <j> . (‘7 B Z)] of those, are of type that is a combination of the cases II
i i
i=1
and III, thus they can be computed through the computation of the determinant
of an adjacency matrix of a graph obtained from G (respectively H) with both
operations - vertex deletion and directed handles simultaneously implemented.

Thus the computation of the determinant of A(G L H ) boils down to the com-
putation of the determinants of G, H and the different sub-determinants of G and



The Determinant of Graphs Joined by j Edges 363

H obtained by vertex deletion, directed graph handle appending or combination
of the two.

To formally compute the sets of the removed vertices R and the set of the
appended handles B for G and respectively R* and B* for H in each of the
Laplace expansion terms let us introduce the following notations.

Recall that for A(G L H)theset J={m—j+1,...,mm+1,...,m+j} lists
all vertices from G and H that are connected. Let Jo = {m —j+1,...,m} be the
set of vertices from G and Jy = {m +1,...,m + j} the set of vertices from H.

Further, let X* be the set of vertices of H that are in (pi,...,p;), that is,
X* =A{p1,...,pj}NJg and let X be the set of the mirror vertices of the vertices in
X*, that is, X = {2m+1—y; | y; € X*}. Finally, let Y be the set of vertices of G
that are not in (p1,...,p;), that is Y = Jg\{p1,...,p;}. Then, the set of removed
vertices of Gis R=XNY.

Note that |X| = |Y| so the set of directed graph handles appended to
Gis B={(2i,yi) | vi > Tit1,vi > yir1, 7 € X\R,y; € Y\R}.

A corresponding construction holds for the set of removed vertices R* and the
set of appended directed directed graph handles B* on H. Thus, the set of removed
vertices is R* ={v € V(H) | r € R and {r,v} € E(G < H)}, that is R* is the set
of the mirror vertices of those in R. And the set of appended directed graph handles

is B* ={(r*,c¢*) | r*,¢* € V(H), (¢,7) € B and {c,c*},{r,r*} € E(G < H)}.

Thus, we established the following lemma:

Lemma 3.3. Let G and H be two graphs with vertex sets V(G) = {1,...,m} and
V(H)={m+1,...,m+n} respectively and let G L H be the joining of G and H.

Fora fitedr=(1,....,m) and c = (1, ...,m—j,p1, ..., p;) the minor |S(G < H;r,c)
is equal up to a sign to the determinant of the graph (G\R)p, where the sets B
and R are as defined above.

And similarly, the minor |S*(G L H;r,c)| is equal up to a sign to the deter-
minant of the graph (G\R*)p~.
To address the sign issue, let us calculate the sign for each of the Laplace terms

in the process of calculating the determinant of A(G L H ).

Lemma 3.4. Let G and H be two graphs with vertex sets V(G) = {1,...,m} and

V(H)={m+1,..,m+n} respectively. Let G L H be the joining of G and H via
j new edges and let 7= (1,...,m) and ¢ = (1,...,m — j,p1,...,p;) where p1,...,p;
is an ordered j-tuple chosen from the set J ={m —j+1,...mm+1,..m+j}.
Then

(1) (~1)7O|S(G L H;1,0)||S7(C £ H; 1) = (~1) FHIBI|(G\R) | |(H\R") - |.

Proof. Consider the graph Gz, where G is the graph G with appended directed
graph handles from r; to itself for every r; in R.
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By Lemma[Z4] removing the vertices r; of G'p does not change its determinant
up to sign. So we have |Gg| = (71)|R||G§\R| = (=) (G\R)5|.

Expanding the adjacency matrix A(Gpg) along the m + 1 row |Y| times gives
us

Gyl = (_1)\Y|(m+1)(_1)€(y)|S(G i H;r,c)|,

where £(Y") denotes the sum of the elements of the set Y.
Thus,

1S(G & Hiryo)| = (—1)F N+ It DHIR| G\ R) . (3.1)

Following a similar approach as above we get,

15°(G L Hir0)| = (—1)FXHYIAHYI=m)+E | (F\ R*) .. (3.2)

Recall that the m-tuple c from the Laplace expansion lists the columns selected

from A(G L H ), where the columns omitted from G are listed in Y and the
columns added from H are listed in X*. Thus, e(c) = e(m) — (YY) + &(X™) and
therefore the sign in the Laplace expansion corresponding to that c is

(71)5(1') (71)5((:) _ (71)5(m) (71)E(m)7E(Y)+€(X*) (33)

Combining the sign changes (&1)),([3.2),([33) and using the fact that Y| =
|R| + |B| we have

(_1)\Y|2 - (_1)(IRI+\BI)2 =(=1)lBIHIBl

which proves that for any term in the Laplace transform we have

(—1)5 0 (~1)7@|S(G L H;1,0)[|S* G L Hirse)| = (1) BHEI(G\R) | | (H\RY) - |.
O

We can state now the main theorem of our paper, which follows directly from
Lemma [3:4] above.

Theorem 3.5. Let G and H be graphs of order m and n respectively and let Jg
be the set of vertices of G that are joined to H with j undirected edges. Then,

det(G < H) = > > (=)l det((G\R) ) det((H\R") 5-),

RCJg B

where the inner summation is over all possible sets of directed graph handles B
that can be made from J\R such that if (x;,vy:),(xj,y;) € B and y; > y; then
Ti > Tj.

Next, we demonstrate the theorem by computing the determinant of several
graph joinings.
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Corollary 3.6. Let G be any digraph and let K,, be a complete graph with m > 0.
Let J C V(G) be the set of vertices that are joined to K,,. Then,

det(G Z Kp) =

(=)™t Yo (m = |RI=DIG\RI+ Y [(G\R)qy)]

Proof. From Lemma [2Z9 the sum from Theorem reduces to the sum of terms
where either only vertices are removed from the graphs, in which case B = (3, or
at most one directed graph handle is appended and possibly other vertices are
removed. Recall that removing a vertex from K, produces K,,_; and thus using

([C3) and EE)we have
det(G £ Kp) = 35 (—1) BHBI(G\R) 5| (K \R") -]

RCJ B

= > (=)~ [R] = (-1 G\ R) -+

RCJ

> (=D)EF (=R G\R) ;)|

RCJ
i,jEJ\R

which simplifies to the conclusion. [l

In particular, when we join K,, with K, with j new edges we get:

Corollary 3.7.
det(K,, < K,) =0 for j > 2.

Proof. From Lemmal[2.9]it follows we only need to consider one directed graph han-
dle. For the case j = 2 by Theorem [3.5] the determinant of the joined graph simpli-
fies to | Ko || Kn |=|(Kn) (m,m—1)| [ (Kn) (m+2,m+1) = (Km) (m—1,m) | (Kn) (m41,m+2) [ —
[ K \{m} [ I\ {m+ 1} = [ K\ {m — L} K\ {m+ 2} + [ K\ {m, m— 1} | K, \ {m+
1,m+ 2}|=0 using (L3) and (5.
For j > 2, using Theorem [3.5] we have
LK) = Y (—D)K\R| K \R+
RCJ

det(K,

+ Z (_1)|Rl+1|(Km\R)(z,y)||(Kn\R*)( *

|R|<j—2,27y
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— Rl = 1)(n — |R| = 1)(=1)" = (=y)n 1

=2 _(=1)"(m

R

I Z )R+ (_qym=IRI(_qyn=IRl,

|R|<j—2
Our second sum is only for |R| < j — 2, because otherwise a directed graph
handle cannot be made. If |R| = i, then there are (i) ways to do this. Also, given
j — | R| vertices, there are 2( |R|) ways to make one directed graph handle. Then

ZJ:<]) (=1)'(m —i—1)(n—i—1)(-1)"*"

2
=0

FOR Y

where we use the combinatorial identity

Z(J) (1) =0

that is true for any non-negative integer p < j. We see that the highest power of 4
in our sum is 2 thus the formula applies. O

The following corollaries demonstrate how quick calculations for the determi-
nant can be done by looking at the geometry of the joined graphs in terms of
vertex deletions and directed handle appended. Further, series of results can be
easily obtained imposing different restriction on the sets of vertices Jg and Jg
that are connected from G and H.

Corollary 3.8. Let Jg be the set of vertices of G that are connected to H and let
d(v1,v2) be even for any vy, ve in Jg. Then

J )0, m=0,2,
det(C2m —~ Kn) {4(71 _ 1)(_1)717 m = 17 3
Proof. From 27, |(Com)(a,y)| = 0 since d is even and 2m is even. Removing any
number of points gives a disjoint union of odd paths. We only need to consider
appending one directed graph handle, and any directed graph handle appended
to the disjoint union of paths gives a zero determinant. So the only remaining
non-zero term is |Capy, || K| which gives the result. O

Let w = (w1, wy, ..., wp) be a non-empty chain of winners and 1 = (1, {2, ..., Ix)

be a non-empty chain of losers of K,,, denoted ?Wl )(i,j)- Because any directed
linear subgraph must contain a dicycle that 1ncludes the dipath through the chain
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of losers from [j to [1, then the handle vertex and then the chain of winners from
w1 to wy. So, this is just a (Jw| + [I] — 1)-handle on Ky, (jw|4[1—2)-

(71)m’ ifi:llaj:wla
0, otherwise.

det (K" .5)) = (3.4)

Finally, we consider joining a generalized tournament with a winner or a loser
with another generalized tournament with a winner or loser. In the corollary

below, we denote this as Ez% L I_gf}?, where p; is either a winner or a loser and
p1 = p2 means that both are winners or both are losers. For the determinant of
such construct we get:

Corollary 3.9.

(—D)m i (m = 2)(n—2), =1,
(D)™ b = 5), ) = 2,1 =pa,
J
Qet(Ry XK = (Cimintim i n ), =2 £
0, otherwise.
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