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Abstract : This study investigate the performance of a portfolio based on capital
asset pricing model using a Bayesian statistics approach. We use a hierarchical
model robustly to estimate the systematic risk of an asset. We assume that the
returns follow independent normal distributions. MCMC sampling is applied to
calculate all the parameters in the model. Finally, the Bayesian method gives us
the probability of every possible asset returns, given the market returns and also
the posterior predictions is a clue that the model could be improved.
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1 Introduction

We consider situations in financial economics such as predicting a stock return
from the market return, namely, capital asset pricing model (CAPM), CAPM is
a very well-known model to a measure of risk in financial analysis content. The
estimated parameter reflects the sensitivity of asset returns to the market returns.
A number of applications in financial issues are usually using CAPM as the based
model, such as the works from [1H7]. In their papers, they used different methods
to estimate parameter in CAPM model.
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In finance research, The CAPM parameter is typically estimated by the least
squares method, which coincides with the maximum likelihood estimator under
normality. However, such estimation method has at least two significant limita-
tions. First, no available prior information on the CAPM parameters is used.
And secondly, it is well known that outliers and gross errors can distort the
beta estimate. The literature contains several references to problems such as
the non-normality of returns and the lack of robustness of simple estimates (see,
e.g., [8H10]. [11] suggest the use of student-t distributions as a robust alternative
to normality, illustrating its use in multivariate analysis and regression. More re-
cently, [12] discuss estimation of linear asset pricing models, including the CAPM,
under elliptical distributions. [13| consider classical estimation of beta assuming
independently student-¢ distributed share returns in the Chilean stock market. [14]
study conditional skewness modeling for stock returns. An alternative formulation
using quantile regression under non-normal errors has been described in [14].

In applications, the independent variable, let say, . and the dependent vari-
able, y values are provided by some real world process. In the real world process,
there might or might not be any direct causal connection between z and y. It
could be that x causes y, or y causes x, or some third factor causes both x and vy,
or x and y have no causal connection, or some combination of any or all of those.
The simple linear model makes no claims about causal connections between = and
y. But the simple linear model merely describes a tendency for y values to be
linearly related to x values, hence "predictable" from the = values.

As a CAPM model, suppose we have measurements of stock returns and market
return. The data appear to indicate that as market return increases, stock returns
tends to increase. This covariation between stock returns and market return does
not imply the one attribute causes the other.

The main reasons for the marginal of the Bayesian method including (1) con-
ceptional violation to the use of prior distributions in precise and the biased proce-
dures to probability in general, and (2) the lack of computing technology for doing
realistic Bayesian analyses. Second, the growth in availability of panel data and the
rise in the use of hierarchical modeling made the Bayesian method more engaging,
because Bayesian statistics offers a natural approach to constructing hierarchical
models. Third, there has been a growing recognition both that the enterprise of
statistics is a subjective process in general and that the use of prior distributions
need not influence results substantially. A prior can be determined from past in-
formation. Additionally, in many problems, the use of a prior distribution turns
out to be advantageous.

The rest of this article is prepared as follows: Section 2 gives the mathematical
proof of estimation of a normal likelihood, while section 3 shows the empirical
application to stock market. Section 4 reports the empirical results, and final
section gives conclusions.
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2 Mathematical Proof of Distribution Function
2.1 A Normal Likelihood

The normal distribution indicates the probability density of a variable Y for
a possible y, given the values of the mean p and standard deviation o are defined

> 1 1 2
p(ylp, o) = — exp <2(1/02u)> (2.1)

where Z is the normalizer. i.e., a constant that makes the probability density
integrate to 1. The probability density of any single datum, given parameter
values, is p(y|p, o) as mentioned in Equation (2.1). The probability of all set of
independent data values is [[, p(vi|u, o) = p(Y|p,0), where Y = {y1,v2,...,yn}.
Given a set of Y, we estimate the parameters with Bayes’rule, thus we have

p(Y|p, o)p(p, 0)

J dpdop(Y|u, 0)p(p, o)
It is acceptable to examine the case in which the standard deviation of the likeli-
hood function is fixed at a particular value. In other hands, the prior distribution
on o is a spike over that exact value. We will express the value as o = S,. With
this facilitate assumption, we are only estimating p because we are concluding
perfectly certain prior knowledge about o

When o is fixed, then the prior distribution on y in Equation (2.2) can be easily
chosen to be conjugate to the normal likelihood. It turns out that the product of
normal distributions is again a normal distribution. Specifically, if the prior on p
is normal, then the posterior on y is normal.

Let the prior distribution on ;1 be normal with mean X, and standard deviation
Sy Then the likelihood times the prior is

pp, oY) = T (2.2)
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where the transition to the last line was valid because the term that was dropped
was merely a constant. Notice that the standard prior is also a quadratic expression
in u, from the Equation (2.3) we have

2
1{ 57+ S, S2X,+ Sty (SiX,+S2y
Pyl Sy)p(p) o< = exp|—= | “gas [ u2 -2 A 2
y 2| 8252 S2+ 82 52+ 82
2
= exp 1 w M_w (2.4)

Equation (2.4) is the numerator of Bayes'rule. When it is normalized by the
evidence in the denominator, it becomes a probability density function. So, the

. S8%x .. . 5252 . - .
mean is == and the standard deviation is 4/ =%%s. A wide distribution
SZ+S 5218
! Y w

- . T 5252
has low precision, because the posterior standard deviation is |/ w*%4>. So, the
Y I
posterior precision is
2 2
yn 7 y

Thus, the posterior mean can also rewrite in terms of precision as follow

1/52 1/52
szt 1/s2 sz /52"

From above equation, the posterior mean is a weighted average of the prior mean
and the datum. Our purpose to determine what regression lines are most believ-
able, given the information. We want to infer what combinations of Sy, 51 and ¢
are most credible, given the data. We use Bayes'rule as follow

(s 1. 619) = p(vlfo 51, Vo051, 0) ) [ [ [ dsndsrdéntulfa. 51, 0)p(n. 51, 0)

(2.6)
Diagnostical forms for the posterior can be obtained for appropriate priors.
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2.2 Posterior Distribution

Given the prior, the posterior can be written as
p(B, 0|y, X) o< p(y| X, B, 0®)p(Blo?)p(o?)

x (07) " exp (— gy~ XB) (4 — X5))

202

x (02)7*/? exp ( - 2(172 (B — o) Ao(B — MO))
x (02)(7a0F D exp ( - %) (2.7)

We can show the posterior mean u,, in the format of least squares estimator B and
prior mean pg with the prior precision matrix A,, given by

pn = (XX + Ao) (X XB + Aopo) (2.8)

We can re-expressed this equation above to the quadratic format of 8 — u, as
follows

(y=XB) (y=XB)+(B—po) Ao(B—ho) = (B—10) (X X+N0) (B—tn)+y y—p1 (X X+R0)pnt110 Moo
(2.9)

Given two densities of N(u,,0%A, 1) and Inverse — Gamma(ay,by,) distributions

where the parameters are updated to the following formulas:

fin = (X X + Ao) " (Aopo + X'y)
A = (X' X + Ao)

n
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3 Real World Applications

In this section, we show that the robust regression using Bayesian method is
a more appropriate estimator of the parameters in the CAPM by investigating
several shares in the US stock market.

3.1 Capital Asset Pricing Model

The Capital Asset Pricing Model (CAPM) was introduced by Sharpe (,1963,1964),
Lintner (1965) and Mossin (1966), This model shows that the expected return on
interested security (R,) is correlated to the excess return on the market (R,,), the
excess returns are investment returns from a security or portfolio that exceed the
riskless rate on a security generally perceived to be risk free, such as a certificate
of deposit or a government—issued bond.

R, ZBO+B1Rm + € (31)
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where R, is the excess return on asset, R,, is the excess return on market, and €
is the random error component.

3.2 Standardize Process for MCMC Sampling

The left and right panel of Figure [I] exhibits a correlation in believable values.
The plausible slopes and intercepts are correlated for both MSFT and WMT. Sam-
pling from such a tightly correlated distribution is typically tough to do directly.
It is hard to discover a point in the narrow zone in the first place. Then, having
created a viable point, the chain does not move efficiently. Metropolis algorithms
often are not intelligent enough to automatically tune a proposal distribution to
match a diagonal posterior.
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Figure 1: Believable regression lines, instandardized and raw scales.

3.3 MCMC Burn-in and Thinning

When using a Markov chain to generate a Monte Carlo sample from a distribution,
we want to be sure that the resulting chain is a genuinely representative sample
from the distribution. There are several ways in which the chain might fail to be
representative. Fortunately, the conditional posterior distributions for the regres-
sion parameters and the error variance parameter are well known, and so Gibbs
sampling provides a more efficient alternative.
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Figure 2: Burn-in and thinning on MCMC chains with 7,000 steps and thinning
to 1 every 500 steps for WMT

The top of Figure [2] shows the bgr statistic, which measures how well mixed
the chains are, over a limited length of the chains. As mentioned above, the bgr
should be around 1.0. The plots show the bgr as a curve hovering near a value of
1.0. The two other curves, lower in graphs show the between chain and within-
chain variances. In this particular application, the chains converge quickly and
well. Figure [2| shows the chains after 10,000 burn-in steps (which is overkill for
this particular application). The chains appear to be converged, without system-
atically increasing or decreasing. The bottom row of panels in Figure [2| shows the
autocorrelation function, ACF. The left and middle columns show results when
there is no thinning of the chains, and you can see that the ACF remains high for
lags up to 15 or 20 steps. The autocorrelation is visible in the chains themselves as
sustained plateaus during which the values from step to step barely change. The
right column showed results when the chains were thinned, keeping only 1 step
in every 500. You can see that after even one of the thinned steps, ACF(L=1) is
nearly zero.

3.4 Initializing the Chains

For the MCMC chain to randomly sample from the posterior, the random walk
mus first get into the modal region of the posterior at the beginning. We may
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only start the chain at any point in parameter space, randomly selected from the
prior distribution, and wait through the burn-in period until the chain randomly
wanders into the bulk of the posterior.

3.5 Data and Parameter Estimation

In this study, we used the stock returns in S& P500. We applied this procedure
to several stocks namely, Microsoft Corporation (MSFT)and Wal-Mart Stores Inc.
(WMT). All the weekly data are extracted from Yahoo in the period of 2013 until
2015 with a total of 156 observations for each selected shares.

Table 1: Parameter Estimation

Bo B1 o

WMT Mean -0.0007 0.5120 1.3460
(0.0698) (0.0700) (0.1553)
Median -0.1395 0.3748 1.062
MSFT Mean -0.0007 0.5475 1.4180
(0.0680) (0.0682) (0.1636)
Median -0.1395 0.4139 1.1190
. Data with credible regression lines Data with credible regression lines
A 0 o8, z,
E ER °p‘§§’® Ei?‘% § )
3 9T SRS Ze
3, 588 8%
> 8- o 0 = .
o X (Market Fgem;ums) % o X (Market lgemt}urns) °*
(a) MSFT (b) WMT

Figure 3: Data points with credible regression lines covered

Figure [3] indicates that as market return increases, stock performance also
tends to grow for both of MSFT and WMT. But this covariation between market
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return and capital return does not imply that one attribute causes the other.
Despite the lack of direct causal relationship, the two values do covary, and one
can be predicted from the other. Now, we can see various believable lines that go
through the scatter plots. Notice that if a line has a steep slope, its intercept must
be small, but if a line has a lower slope, its intercept must be higher. Thus, there
is a trade-off in slope and intercept for the believable lines.

3.6 Posterior Prediction

Bayesian statistic provides the probability of every possible value R, given the
covariate Ry, and the historical data: p(Ry|R,,, D). The distribution of R, values
has uncertainty stemming from the inherent noise ¢ and also from uncertainty
in the estimated values of the regression coefficients. A simple way to get a good
approximation of p(R,| R4, D) is by generating random values of y for every step in
the MCMC sample of credible parameter values. Thus, at any step in the chain,
there are particular values of (g, 31 and ¢, which we use to generate predicted
representative values of R, according to R, ~ N(u = fo + f1Rm,0 = 1/\/@
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Figure 4: Posterior distribution of slopes.
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Figure [4] exhibits the posterior distribution of slope values. The standardized
and original scale slopes indicate the same relationship on different scales, and
therefore the posterior distributions are identical except for a change of scale. The
posterior distribution tells us about the believable slopes. We see that return on
the market increases by 0.318 and 0.745 percentage for every 1 percentage growth
in stock returns for MSFT and WMT, respectively.

Data with 95% HDI & Mean of Posterior Predictions Data with 95% HDI & Mean of Posterior Predictions
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Figure 5: Bayesian Highest density interval (BHDI)

A summary of the posterior predictions is displayed in Figure [5| Each vertical
red and gray segment, over particular market returns, shows the extent of the 95%
BHDI for the distribution of randomly generated market returns at the market
returns. The dash across the middle of the gray segment indicates the mean of
the posterior predicted stocks returns. We see that the data do fall mostly within
the range of the posterior predictions. However, the distribution of the data is
systematically discrepant from the linear spine of the model: At high and low
values of R,,, the data fall well above the long spine, but at traditional values of
R,,, the data fall well below the straight spine. This sort of systematic discrepancy
from the posterior predictions is a clue that the model could be improved.

4 Concluding Remarks

In this paper, we used the Bayesian approach to the capital asset pricing
model by using a Gibbs samplers to calculate all the parameters in the model.
The methodology in our study relies on regression modeling technique. The em-
pirical study shows that the Bayesian estimator is more appropriate for a model
prediction. Roughly speaking, a model is a good example if (1) the data fall mostly
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within the predicted zone, (2) the data are distributed approximately the way the
model says they should be, e.g., regularly, and (3) the discrepancies of data from
predictions are random and not systematic. Finally, the Bayesian method gives us
the probability of every possible asset returns, given the market returns and also
the posterior predictions is a clue that the model could be improved.
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