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1 Introduction

In 1967, Bregman [10] discovered an effective technique for using of the so-called Bregman distance
function Df (·) in the process of designing and analyzing feasibility and optimization algorithms. This
opened a growing area of research in which Bregman’s technique was applied in various ways in order to
design and analyze not only iterative algorithms for solving feasibility and optimization problems, but also
algorithms for solving variational inequalities, for approximating equilibria, for computing fixed point of
nonlinear mapping.

On the framework of a reflexive Banach space E, let C be a nonempty, closed and convex subset of E.
A mapping T : C → C is said to be nonexpansive if

‖Tx− Ty‖ ≤ ‖x− y‖
1Corresponding author email: stevie g o@hotmail.com
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for all x, y ∈ C. We denote by F (T ) the set of fixed points of T .
Let C be a nonempty, closed and convex subset of int(dom f) and T : C → C be a mapping. We said

that a point p in C is an asymptotic fixed point of T if C contains a sequence {xn} which converges weakly
to p such that the strong limn→∞(xn − Txn) = 0. The set of asymptotically fixed points of T is denoted by

F̂ (T ). The mapping T is said to be closed if xn → x and Txn → y implies Tx = y.

Definition 1.1. [10] Let f : E → (−∞,+∞] be a convex and Gâteaux differentiable function. The function
Df : dom f× int(dom f) → [0,+∞) defined by

Df (y, x) := f(y)− f(x)− 〈∇f(x), y − x〉

is called Bregman distance with respect to f .

By the definition, we know the following properties: the three point identity, for any x ∈ dom f and
y, z ∈ int (dom f),

Df (x, y) +Df (y, z)−Df (x, z) = 〈∇f(z)−∇f(y), x− y〉;
the four point identity, for any y, w ∈ dom f and x, z ∈ int(dom f),

Df (y, x)−Df (y, z)−Df (w, x) +Df (w, z) = 〈∇f(z)−∇f(x), y − w〉.

Next, we will recall the necessary notation of the nonlinear mapping related to Bregman distance as
shown in the following:

(1) T is called Bregman quasi-nonexpansive [6] if F (T ) 6= ∅ and

Df (p, Tx) ≤ Df (p, x),∀x ∈ C, p ∈ F (T ).

(2) T is called Bregman strongly nonexpansive (BSNE for short) (see [6]) with respect to a nonempty

F̂ (T ) if
Df (p, Tx) ≤ Df (p, x)

for all p ∈ F̂ (T ) and x ∈ C, and if whenever {xn} ⊂ C is bounded, p ∈ F̂ (T ) and limn→+∞(Df (p, xn)−
Df (p, Txn)) = 0, it follows that limn→+∞Df (Txn, xn) = 0.

(3) T is called Bregman relatively nonexpansive if F̂ (T ) = F (T ) and

Df (p, Tx) ≤ Df (p, x),∀x ∈ C, p ∈ F (T ).

(4) T is called Bregman firmly nonexpansive (BFNE for short) if

〈∇f(Tx)−∇f(Ty), Tx− Ty〉 ≤ 〈∇f(x)−∇f(y), Tx− Ty〉,∀x, y ∈ C,

or, equivalently

Df (Tx, Ty) +Df (Ty, Tx) +Df (Tx, x) +Df (Ty, y) ≤ Df (Tx, y) +Df (Ty, x),∀x, y ∈ C.

(5) T is called Bregman asymptotically quasi-nonexpansive it there exists a sequence {kn} ⊂ [1,∞) satis-
fying limn→∞ kn = 1 such that for every n ≥ 1,

Df (p, Tnx) ≤ knDf (p, x),∀x ∈ C, p ∈ F (T ). (1.1)
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(6) T is said to be Bregman totally asymptotically quasi-nonexpasive, if F (T ) 6= ∅ and there exist non-
negative real sequences {vn}, {µn} with vn, µn → 0 (as n → ∞) and a strictly increasing continuous
function ζ : R+ → R+ with ζ(0) = 0 such that

Df (p, Tnx) ≤ Df (p, x) + vnζ(Df (p, x)) + µn,∀n ≥ 1,∀x ∈ C, p ∈ F (T ).

Remark 1.2. According to the definitions, it is obvious that

(1) each Bregman relatively nonexpansive mapping is Bregman quasi-nonexpansive mapping;

(2) each Bregman asymptotically nquasi-onexpansive mapping is Bregman totally asymptotically quasi-
nonexpansive mapping, but the converse may be not true. If taking, ζ(t) = t, t ≥ 0, vn = kn − 1 and
µn = 0, then (1.1) can be rewritten as

Df (p, Tnx) ≤ Df (p, x) + vnζ(Df (p, x)) + µn,∀n ≥ 1,∀x ∈ C, p ∈ F (T ).

Let C be a nonempty subset of Banach space E. The mapping T : C → C is said to be uniformly
asymptotically regular on C if

lim
n→∞

(sup
x∈C
‖Tn+1x− Tnx‖) = 0.

Let E∗ be the dual space of E, the norm and the dual pair between E∗ and E are denoted by ‖ · ‖ and
〈·, ·〉, respectively. Let f : E → R ∪ {+∞} be a proper convex and lower semicontinuous function. Denote
the domain of f by dom f , that is, dom f = {x ∈ E : f(x) < +∞}. The Fenchel conjugate of f is the
function f∗ : E∗ → (−∞,+∞] defined by

f∗(ξ) = sup{〈ξ, x〉 − f(x) : x ∈ E}.

Let H : C ×C → R be a bifunction, the equilibrium problem for H, denoted by EP (H), is to find u ∈ C
such that

H(u, y) ≥ 0, ∀y ∈ C. (1.2)

In 2008, Takahashi and Zembayashi [12] introduced the following shrinking projection method of closed
relatively nonexpansive mappings as follow:

x0 = x ∈ C, C0 = C,
yn = J−1(αnJ(xn) + (1− αn)JS(xn)),
un ∈ C such that H(un, y) + 1

rn
〈y − un, Jun − Jyn〉 ≥ 0, ∀y ∈ C,

Cn+1 = {z ∈ Cn : φ(z, un) ≤ φ(z, xn)},
xn+1 = ΠCn+1

x,

(1.3)

for every n ∈ N∪{0}, where J is the duality mapping on E, {αn} ⊂ [0, 1] satisfies lim infn→∞ αn(1−αn) > 0
and {rn} ⊂ [a,∞) for some a > 0. Then, they shows the proof which guarantee that their defined sequence
{xn} converges strongly to ΠF (S)∩EP (H)x.

In 2010, Reich and Sabach [6] presented the following algorithm for Bregman strongly nonexpansive
mapping Ti in reflexive Banach space E, the sequence {xn} generated by

x0 ∈ E,
yin = Ti(vn + ein),
Cin = {z ∈ E : Df (z, yin) ≤ Df (z, xn + ein)},
Cn := ∩Ni=1C

i
n,

Qn = {z ∈ E : 〈z − xn,∇f(x0)−∇f(xn)〉 ≤ 0},
xn+1 = projfCn∩Qn

(x0), n = 0, 1, 2, . . . ,

(1.4)
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and

x0 ∈ E,
Ci0 = E, i = 1, 2, . . . , N,
yin = Ti(vn + ein),
Cin+1 = {z ∈ Cin : Df (z, yin) ≤ Df (z, xn + ein)},
Cn+1 := ∩Ni=1C

i
n+1,

xn+1 = projfCn+1
(x0), n = 0, 1, 2, . . . ,

(1.5)

where projfK is Bregman projection with respect to f from E onto a closed and convex subset K of E. They
prove that {xn} converges strongly to a common fixed point of {Ti}∞i=1.

Recently, Chen et al. [5] devoted to investigate the shrinking projection method for finding common
element of solutions to the equilibrium problem and fixed point problems in Banach spaces,

zn = ∇f∗(βn∇f(T (xn)) + (1− βn)∇f(xn)),
yn = ∇f∗(αn∇f(x0) + (1− αn)∇f(zn)),

un = ResfH(yn),
Cin = {z ∈ Cn−1 ∩Qn+1 : Df (z, un) ≤ αnDf (z, x0) + (1− αn)Df (z, xn)},
Qn = {z ∈ Cn−1 ∩Qn−1 : 〈∇f(x0)−∇f(xn), z − xn〉 ≤ 0},
xn+1 = projfCn∩Qn

(x0),∀n ≥ 0.

(1.6)

They show that the sequence {xn} converges storngly to the point projEP (H)∩F (T )x0.

Moreover, in 2011, Cholamjiak et al. [7] presented their results on the convergence investigation of the
following scheme in the framework of a real reflexive Banach space:

x1 ∈ E,
C1 ∈ E
yn = Resf

λN
n AN

Resf
λN−1
n AN−1

. . . Resfλ1
nA1

(xn + en),

Cn+1 = {z ∈ Cn : Df (z, yn) ≤ Df (z, xn + en),

xn+1 = projfCn+1
(x1),∀n ≥ 1.

(1.7)

Their proof can claim that the above defined sequence {xn} converges strongly to a point P fF (x1).

In this paper, motivated and inspired by Reich and Sabach [6], Chen et al. [5] and Witthayarat et al.
[1], we introduce the new algorithm defined by:

x1 = u ∈ C chosen arbitrarily,
yn = ∇f∗(αn∇f(u) + (1− αn − βn)∇f(xn) + βn∇f(Sn(xn)),

un = ResfHN
ResfHN−1

. . . ResfH2
ResfH1

(Tnyn),

Cn+1 = {z ∈ Cn : Df (z, un) ≤ Df (z, xn) + ξn},
xn+1 = projfCn+1

x, ∀n ≥ 1,

(1.8)

where T, S be two closed Bregman totally asymptotically quasi-nonexpansive mappings. Under appropriate
difference conditions, we will prove that the sequence {xn} generated by algorithms (1.8) converges strongly

to the point projfΩu, Ω = F (T ) ∩ F (S) ∩ (∩Nk=1EP (Hk)).
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2 Preliminaries

Let E be a real Banach space. For any x ∈ int(dom f), the right-hand derivative of f at x in the direction
y ∈ E is defined by

f ′(x, y) := lim
t→0+

f(x+ ty)− f(x)

t
.

The function f is called Gâteaux differentiable at x if limt→0+

f(x+ ty)− f(x)

t
exists for all y ∈ E. In this

case, f ′(x, y) coincides with the value of the gradient (∇f) of f at x. Furthermore, if f is Gâteaux differen-
tiable for any x ∈ int(dom f), we can said that f is Gâteaux differentiable. f is called Fréchet differentiable
at x if this limit is attained uniformly for ‖y‖ = 1. Moreover, f is uniformly Fréchet differentiable on a
subset C of E if the limit is attained uniformly for x ∈ C and ‖y‖ = 1.

Let E be a reflexive Banach space. The Legendre function f : E → (−∞,+∞] is defined in [8]). The
function f is Legendre function if and only if it satisfies the following conditions:

(L1) The interior of the domain of f denoted by int(dom f), is nonempty, f∗ is Gâteaux differentiable on
int(dom f) and dom f = int(dom f);

(L2) The interior of the domain f∗ denote by int(dom f∗), is nonempty, f∗ is Gâteaux differentiable on
int(dom f∗) and dom f∗ = int(dom f∗).

Since E is reflexive, we know that (∂f)−1 = ∂f∗ (see [9]). This, by (L1) and (L2), implies

∇f = (∇f)−1, ran∇f = dom∇f∗ = int(domf∗)

and
ran∇f∗ = dom∇f = int(domf).

By [8], the condition (L1) and (L2) also yield that the functions f and f∗ are strictly convex on their
respective domains. From now on we assume that the function f : E → (−∞,+∞] is Legendre.

Definition 2.1. [10] Let f : E → (−∞,+∞] be a convex and Gâteaux differentiable function. The Bregman
projection of x ∈ int(dom f) onto the nonempty, closed and convex subset C ⊂ dom f is the necessarily

unique vector projfC(x) ∈ C satisfying

Df (projfC(x), x) = inf{Df (y, x) : y ∈ C}.

Remark 2.2. [5]

(1) If E is a Hilbert space and f(y) = 1
2‖x‖

2 for all x ∈ E, then the Bregman projection projfC(x) is
reduced to the metric projection of x onto C;

(2) If C is a smooth Banach space and f(y) = 1
2‖x‖

2 for all x ∈ E, then the Bregman projection projfC(x)
is reduced to the generalized projection ΠC(x), which is defined by

φ(ΠC(x), x) = miny∈Cφ(y, x),

where φ(y, x) = ‖y‖2 − 2〈y, J(x)〉+ ‖x‖2, J is the normalized duality mapping from E → 2E
∗
.

Let f : E → (−∞,+∞] be a convex and Gâteaux differentiable function. The function f is called:
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(1) totally convex at x ∈ int(dom f) if its modulus of total convexity at x, that is, the function νf :
int(dom f)×[0,+∞)→ [0,+∞) defined by

νf (x, t) := inf{Df (y, x) : y ∈ domf, ‖y − x‖ = t},

is positive whenever t > 0;

(2) totally convex if it is totally convex at every point x ∈ int(dom f);

(3) totally convex on bounded sets if νf (B, t) is positive for any nonempty bounded subset B is the function
νf : int(dom f)×[0,+∞)→ [0,+∞) defined by

νf (B, t) := inf{νf (x, t) : x ∈ B ∩ domf}.

Definition 2.3. [3, 6] The function f : E → (∞,+∞) is called:

(1) cofinite if dom f∗ = E∗;

(2) coercive if lim‖x‖→+∞(f(x)/‖x‖) = +∞;

(3) sequentially consistent if for any two sequence {xn} and {yn} in E such that {xn} is bounded,

lim
n→∞

Df (yn, xn) = 0⇒ lim
n→∞

‖yn − xn‖ = 0.

Lemma 2.4. [6] If f : E → (∞,+∞) is Fréchet differentiable totally convex, then f is cofinite.

Lemma 2.5. [4] Let f : E → (−∞,+∞] be a convex function whose domain contains at least two points.
Then, the following statements hold:

(1) f is sequence consistent if and only if it is totally convex on bounded sets,

(2) If f is lower semicontinuous, then f is sequentially consistent if and only if it is uniformly convex on
bounded sets,

(3) If f is uniformly strictly convex on bounded sets, then it is sequentially consistent and the converse
implication holds when f is lower semicontinuous, Fréchet differentiable on its domain, and the Fréchet
derivative ∇f is uniformly continuous on bounded sets.

Lemma 2.6. [14] If f : E → R is uniformly Fréchet differentiable and bounded on bounded subset of E,
then ∇f is uniformly continuous on bounded subsets of E from the strong topology of E to the strong topology
of E∗.

Lemma 2.7. [3] The function f is totally convex on bounded sets if and only if it is sequentially consistent.

Lemma 2.8. [6] Let f : E → R be a Gâteaux differentiable and totally convex function. If x0 ∈ E and the
sequence {Df (xn, x0)}∞n=1 is bounded, then the sequence {xn}∞n=1 is also bounded.

Lemma 2.9. [4] Suppose that f is Gâteaux differentiable and totally convex on int(dom f). Let x ∈ int
dom f and C be a nonempty, closed and vonvex subset of int(dom f). If x̂ ∈ C, then the following conditions
are equivalent:

(1) The vector x̂ is the Bregman projection of x onto C with respect to f ;
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(2) The vector x̂ is the unique solution of the variational inequality:

〈∇f(x)−∇f(z), z − y〉 ≥ 0, ∀y ∈ C;

(3) The vector x̂ is the unique solution of the inequality:

Df (y, z) +Df (z, x) ≤ Df (y, x), ∀y ∈ C.

Lemma 2.10. [11] Let E be a real reflexive Banach space and C be a nonempty, closed and convex subset
of E and f : X → (−∞,+∞] be a Legendre function which is total convex on bounded subsets of E. Let
T : C → C be a closed and Bregman totally quasi-asymptotically nonexpansive mapping with nonnegative
real sequences {vn}, {µn} and a strictly increasing continuous functions ζ : R+ → R+ such that vn, µn → 0
(as n→∞) and ζ(0) = 0, then the fixed point set F (T ) of T is a closed and convex subset of C.

For solving the equilibrium problem, let us assume that the bifunction H : C × C → R is convex and
lower semi-continuous satisfies the following conditions:

(A1) H(x, x) = 0 for all x ∈ C;

(A2) f is monotone, i.e., H(x, y) +H(y, x) ≤ 0 for all x, y ∈ C;

(A3) for each x, y, z ∈ C,

lim sup
t→0

H(tz + (1− t)x, y) ≤ H(x, y);

(A4) for each x ∈ C, H(x, ·) is convex and lower semi-continuous.

Lemma 2.11. [14] Let C be a closed and convex subset of E. Let H be a bifunction from C × C → R
satisfying (A1)− (A4), let f : E → (−∞,+∞) be a coercive and Gâtraux differentiable function and x ∈ E,
then there exists z ∈ C such that

H(z, y) + 〈∇f(z)−∇f(x), y − z〉 ≥ 0, ∀y ∈ C. (2.1)

Define the operator ResfH : E → 2C as follows:

ResfH(x) = {z ∈ C : H(z, y) + 〈∇f(z)−∇f(x), y − z〉 ≥ 0, ∀y ∈ C}, (2.2)

for all x ∈ E. Then, the followings hold:

(1) ResfH is single-valued;

(2) ResfH is BFNE operator;

(3) F (ResfH) = EP (H);

(4) EP (H) is closed and convex;

(5) Df (p,ResfHx) +Df (ResfHx, x) ≤ Df (p, x), ∀p ∈ F (ResfH), x ∈ E.
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3 Main Results

Theorem 3.1. Let E be a real reflexive Banach space and C be a nonempty closed convex subset of E,
f : E → R be a coercive Legengre function which is bounded, uniformly Fréchet differentiable and totally
convex on bounded subset of E and ∇f∗ be bounded on bounded subsets of E∗ and T, S : C → C, be
two closed Bregman totally asymptotically quasi-nonexpansive mappings with sequence {vn}, {µn}, vn, µn →
0(as n → ∞) and let there be a strictly increasing continuous function ζ : R+ → R+ with ζ(0) = 0. Let
H : C × C → R satisfying conditions (A1) − (A4). Assume that each T, S are uniformly asymptotically
regular and Ω = F (T ) ∩ S(T ) ∩ (∩Nk=1EP (Hk)) is nonempty and bounded. Define a sequence {xn} in C by
the following algorithm:

x1 = u ∈ C chosen arbitrarily,
yn = ∇f∗(αn∇f(u) + (1− αn − βn)∇f(xn) + βn∇f(Sn(xn)),

un = ResfHN
ResfHN−1

. . . ResfH2
ResfH1

(Tnyn),

Cn+1 = {z ∈ Cn : Df (z, un) ≤ Df (z, xn) + ξn},
xn+1 = projfCn+1

u, ∀n ≥ 1,

(3.1)

where {αn}, {βn} ⊂ (0, 1), lim supn→∞ αn = 0,
∑∞
n=1 αn =∞ and ξn = 2ln, ln = vn supp∈Ω ζ(Df (p, xn)) +

µn. Then, the sequence {xn} converges strongly to projjΩu, where projjΩu is the Bregman projection of C
into Ω.

Proof . Firstly, we show that Cn is closed and convex for all n ≥ 1. Note that

Df (z, un) ≤ Df (z, xn) + ξn

is

f(z)− f(un)− 〈∇f(un), z − un〉 ≤ f(z)− f(xn)− 〈∇f(xn), z − xn〉+ ξn

that is

〈∇f(xn), z − xn〉 − 〈∇f(un), z − un〉 ≤ f(un)− f(xn) + ξn.

It clearly shows that Cn is closed and convex for all n ≥ 1.

Next, we show that Ω ⊂ Cn for all n ≥ 1. For any given p ∈ Ω := F (T ) ∩ S(T ) ∩ (∩Nk=1EP (Hk)) and

let Θf
j = ResfHj

ResfHj−1
. . . ResfH2

ResfH1
, j = 1, 2, . . . , N and Θf

0 = I. We note that un = Θf
NT

nyn. From

(3.1), we have

Df (p, yn) = Df (p,∇f∗(αn∇f(u) + (1− αn − βn)∇f(xn)) + βn∇f(S(xn)))

≤ αnDf (p, u) + (1− αn − βn)Df (p, xn) + βnDf (p, S(xn))

≤ αnDf (p, u) + (1− αn − βn)Df (p, xn) + βn(Df (p, xn) + vnζ(Df (p, xn)) + µn)

≤ αnDf (p, u) + (1− αn − βn)Df (p, xn) + βnDf (p, xn) + vn sup
p∈Ω

ζ(Df (p, xn)) + µn

= αnDf (p, u) + (1− αn − βn)Df (p, xn) + βnDf (p, xn)) + ln

= αnDf (p, u) + (1− αn)Df (p, xn) + ln, (3.2)
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where ln = vn supp∈Ω ζ(Df (p, xn)) + µn. From (3.1), (3.2) and Lemma 2.11, we note that

Df (p, un) = Df (p,Θf
NT

nyn)

≤ Df (p, Tnyn)

≤ Df (p, yn) + vnζ(Df (p, yn)) + µn

≤ Df (p, yn) + vn sup
p∈Ω

ζ(Df (p, yn)) + µn

= Df (p, yn) + ln

≤ αnDf (p, u) + (1− αn)Df (p, xn) + ln + ln

= αnDf (p, u) + (1− αn)Df (p, xn) + ξn, (3.3)

where ξn = 2ln. Hence, we have

Df (p, un) ≤ αnDf (p, u) + (1− αn)Df (p, xn) + ξn. (3.4)

Thus, we have p ∈ Cn for all n ≥ 1. That is, p ∈ Cn for all n ≥ 1. This implies that Ω ∈ Cn for all n ≥ 1
and also {xn} is well define.

From xn+1 = projfCn
u, by Lemma 2.9 (3), we have

Df (xn+1, u) = Df (projfCn
u, u) ≤ Df (p, u)−Df (p, projfCn

u) ≤ Df (p, u) (3.5)

for all p ∈ Ω. Then, the sequence {Df (xn, u)} is also bounded. Thus by Lemma 2.8, the sequence {xn} is
bounded.

Since xn = projfCn
u and xn+1 = projfCn+1

u ∈ Cn+1 ⊂ Cn, we have

Df (xn, u) ≤ Df (xn+1, u),∀n ∈ N. (3.6)

Therefore, {Df (xn, u)} is nondecreasing. Hence the limit of {Df (xn, u)} exists.

By the construction of Cn, one has that Cm ⊂ Cn and xm = projfCm
u ∈ Cn for any positive integer

m ≥ n. It follows that

Df (xm, xn) = Df (xm, proj
f
Cn
u)

≤ Df (xm, u)−Df (projfCn
u, u)

= Df (xm, u)−Df (xn, u). (3.7)

Letting m,n → ∞ in (3.7), we get Df (xm, xn) → 0. It yields from Lemma 2.7, that ‖xm − xn‖ → 0 as
m,n→∞. It means that {xn} is a Cauchy sequence. Without loss of generality, we can assume that

xn → p∗ ∈ C, as n→∞. (3.8)

From (3.7), taking m = n+ 1, we have

lim
n→∞

Df (xn+1, xn) = 0. (3.9)

By Lemma 2.7, we get

lim
n→∞

‖xn+1 − xn‖ = 0. (3.10)



162 P. Bunpatcharacharoen

Since xn+1 = projfCn
u ∈ Cn and by the definition of Cn, we have

Df (xn+1, un) ≤ Df (xn+1, xn) + ξn.

From (3.9), we obtain

lim
n→∞

Df (xn+1, un) = 0. (3.11)

By Lemma 2.7, again

lim
n→∞

‖xn+1 − un‖ = 0. (3.12)

Taking into account ‖xn − un‖ ≤ ‖xn − xn+1‖+ ‖xn+1 − un‖, we see that

lim
n→∞

‖xn − un‖ = 0. (3.13)

This means that the sequence {un} is bounded. As f is uniformly Fréchet differentiable on bounded subsets
of E, and by Lemma 2.5, ∇f is norm-to-norm uniformly continuous on bounded subsets of E, that

lim
n→∞

‖∇f(un)−∇f(xn)‖ = 0. (3.14)

Because of f is uniformly Fréchet differentiable, it is also uniformly continuous, we have

lim
n→∞

‖f(un)− f(xn)‖ = 0. (3.15)

From (3.1) and Lemma 2.9, we have

Df (xn, yn) ≤ Df (p∗, yn)−Df (p∗, xn)

= Df (p∗,∇f∗(αn∇f(u) + (1− αn − βn)∇f(xn) + βn∇f(Sn(xn)))−Df (p∗, xn)

≤ αnDf (p∗, u) + (1− αn − βn)Df (p∗, xn) + βnDf (p∗, S(xn))−Df (p∗, xn)

≤ αnDf (p∗, u) + (1− αn − βn)Df (p∗, xn)

+βn(Df (p∗, xn) + vnζ(Df (p∗, xn)) + µn)−Df (p∗, xn)

= αn(Df (p∗, u)−Df (p∗, xn)) + βn(vnζ(Df (p∗, xn) + µn)).

Since vn, µn → 0, we get

Df (xn, yn)→ 0. (3.16)

By Lemma 2.7 show that

lim
n→∞

‖xn − yn‖ = 0. (3.17)

Moreover, we have

lim
n→∞

‖∇f(xn)−∇f(yn)‖ = 0. (3.18)
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By Lemma 2.11, we obtain

Df (un, T
nxn) = Df (Θf

NT
nyn − Tnxn)

≤ Df (p, Tnxn)−Df (p,Θf
NT

nyn)

≤ Df (p, xn) + vnζ(Df (p, xn)) + µn −Df (p, un).

(3.19)

By definition of the Bregman distance, we have

Df (p, xn)−Df (p, un) = [f(p)− f(xn)− 〈∇f(xn), p− xn〉]− [f(p)− f(un)− 〈∇f(un), p− un〉]
= f(un)− f(xn) + 〈∇f(un), p− un〉 − 〈∇f(xn), p− xn〉
= f(un)− f(xn) + 〈∇f(un), xn − un〉+ 〈∇f(un)−∇f(xn), p− xn〉,

for any p ∈ F . Since every sequence {un} is bounded, {∇f(un)} is also bounded. From (3.13), (3.14) and
(3.15), we obtain

lim
n→∞

[Df (p, xn)−Df (p, un)] = 0. (3.20)

From (3.19), we have

lim
n→∞

[Df (un, T
nxn)] = 0. (3.21)

By Lemma 2.7, show that,

lim
n→∞

‖un − Tnxn‖ = 0, (3.22)

and hence

lim
n→∞

‖∇f(un)−∇f(Tnxn)‖ = 0. (3.23)

Taking into account ‖xn − Tnxn‖ ≤ ‖xn − un‖+ ‖un − Tnxn‖, we obtain

lim
n→∞

‖xn − Tnxn‖ = 0. (3.24)

Note that ‖Tnxn − p∗‖ ≤ ‖Tnxn − xn‖+ ‖xn − p∗‖. It follows from (3.8) and (3.24), we have

lim
n→∞

‖Tnxn − p∗‖ = 0, (3.25)

Further, we have

‖Tn+1xn − p∗‖ ≤ ‖Tn+1xn − Tnxn‖+ ‖Tnxn − p∗‖.

From (3.25) and T is uniformly asymptotically regular, we obtain that

lim
n→∞

‖Tn+1xn − p∗‖ → 0.
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This implies TTnyn → p∗ as n→∞. From the closedness of T , we have p∗ ∈ F (T ).
Further, we consider

‖∇f(xn)−∇f(yn)‖ = ‖∇f(xn)−∇f [∇f∗(αn∇f(u) + (1− αn − βn)∇f(xn) + βn∇f(Sn(xn)))]‖
= ‖∇f(xn)− αn∇f(u)− (1− αn − βn)∇f(xn)− βn∇f(Sn(xn))‖
= ‖αn(∇f(xn)−∇f(u)) + βn(∇f(xn)−∇f(Sn(xn)))‖.

From (3.18), we have

lim
n→∞

‖αn(∇f(xn)−∇f(u)) + βn(∇f(xn)−∇f(Sn(xn)))‖ = 0 (3.26)

and hence

lim
n→∞

‖∇f(xn)−∇f(Sn(xn))‖ = 0. (3.27)

Since ∇f∗ is uniformly continuous on bounded subset of E∗ and thus

‖xn − Sn(xn)‖ → 0, as n→∞. (3.28)

Note that ‖Snxn − p∗‖ ≤ ‖Snxn − xn‖+ ‖xn − p∗‖, we have

lim
n→∞

‖Snxn − p∗‖ → 0, as n→∞. (3.29)

In a similar way, one has p∗ ∈ F (S). Thus p∗ ∈ F (T ) ∩ F (S).

Next, we prove that p∗ ∈ ∩Nk=1EP (Hk). By un = Θf
NT

nyn, we have

Df (p, un) = Df (p,Θf
NT

nyn)

= Df (p,ResfHN
Θf
N−1T

nyn)

≤ Df (p,Θf
N−1T

nyn)

= Df (p,ResfHN−1
Θf
N−2T

nyn)

≤ Df (p,Θf
N−2T

nyn) ≤ . . . ≤ Df (p, Tnyn). (3.30)

Since p ∈ EP (HN ) that

Df (Θf
NT

nyn,Θ
f
N−1T

nyn) = Df (ResfHN
Θf
N−1T

nyn,Θ
f
N−1T

nyn)

≤ Df (p,Θf
N−1T

nyn)−Df (p,Θf
NT

nyn)

≤ Df (p, Tnyn)−Df (p, un)

≤ Df (p, yn) + vnζ(Df (p, yn)) + µn −Df (p, un)

≤ Df (p, yn) + vn sup
p∈Ω

ζ(Df (p, yn)) + µn −Df (p, un)

≤ Df (p, yn) + ln −Df (p, un)

≤ αnDf (p, u) + (1− αn)Df (p, xn) + ξn −Df (p, un)

= αn(Df (p, u)−Df (p, xn)) +Df (p, xn)−Df (p, un) + ξn
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From (3.13), (3.14), (3.15) and (3.20), we have

lim
n→∞

Df (Θf
NT

nyn,Θ
f
N−1T

nyn) = lim
n→∞

Df (un,Θ
f
N−1T

nyn) = 0. (3.31)

By Lemma 2.7, show that

lim
n→∞

‖Θf
NT

nyn −Θf
N−1T

nyn‖ = lim
n→∞

‖un −Θf
N−1T

nyn‖ = 0. (3.32)

Since f is uniformly Fréchet differentiable, we have

lim
n→∞

‖∇f(Θf
NT

nyn)−∇f(Θf
N−1T

nyn)‖ = lim
n→∞

‖∇f(un)−∇f(Θf
N−1T

nyn)‖ = 0. (3.33)

Again, since p ∈ EP (HN−1) = F (ResfHN−1
), by Lemma 2.11 and (3.30) that

Df (Θf
N−1T

nyn,Θ
f
N−2T

nyn) = Df (ResfHN−1
Θf
N−2T

nyn,Θ)

≤ Df (p,Θf
N−2T

nyn)−Df (p,Θf
N−1T

nyn)

≤ Df (p, Tnyn)−Df (p, un)

≤ Df (p, xn)−Df (p, un) + ξn.

Thus limn→∞Df (Θf
N−1T

nyn,Θ
f
N−2T

nyn) = 0. By Lemma 2.7, again

lim
n→∞

‖Θf
N−1T

nyn −Θf
N−2T

nyn‖ = 0, (3.34)

and

lim
n→∞

‖∇f(Θf
N−1T

nyn)−∇f(Θf
N−2T

nyn)‖ = 0. (3.35)

Similarly, we also have

lim
n→∞

‖Θf
N−2T

nyn −Θf
N−3T

nyn‖ = . . . = lim
n→∞

‖Θf
1T

nyn − Tnyn‖ = 0. (3.36)

Therefore, we can conclude

lim
n→∞

‖Θf
i T

nyn −Θf
i−1T

nyn‖ = 0, i = 1, 2, . . . , N. (3.37)

Note that ‖Θf
NT

nyn − Tnyn‖ ≤ ‖Θf
NT

nyn −Θf
N−1T

nyn‖+ . . .+ ‖Θf
1T

nyn − Tnyn‖. It follows from (3.37),
we have

lim
n→∞

‖Θf
NT

nyn − Tnyn‖ = lim
n→∞

‖un − Tnyn‖ = 0. (3.38)

and

lim
n→∞

‖∇f(un)−∇f(Tnyn)‖ = 0. (3.39)

By Lemma 2.11, we get

Hk(un, y) + 〈∇f(un)−∇f(Tnyn), y − un〉 ≥ 0,∀y ∈ C.
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From (A2), we obtain

〈∇f(un)−∇f(Tnyn), y − un〉 ≥ −Hk(un, y)

≥ Hk(y, un),∀y ∈ C. (3.40)

Taking limit as n→∞ in (3.40) together with conditions (A4) and (3.39), we have

Hk(y, p∗) ≤ 0,∀y ∈ C.

For any y ∈ C and 0 < t < 1, let yt = ty + (1− t)p∗. Note that y, p ∈ C, that is we can claim that yt ∈ C
and Hk(yt, p

∗) ≤ 0.
From (A1),

0 ≤ Hk(yt, yt) ≤ tHk(yt, y) + (1− t)Hk(yt, p
∗) ≤ tHk(yt, y).

Thus, Hk(yt, y) ≥ 0.
Letting t→ 0, therefore from (A3), we obtain lim supt→0Hk(ty+(1−t)p∗, y) ≤ Hk(p∗, y). That isHk(p∗, y) ≥
0, for all y ∈ C, which implies that p∗ ∈ EP (Hk), k = 1, 2, . . . , N.. Thus, p∗ ∈ ∩Nk=1EP (Hk). Hence, we
have p∗ ∈ Ω.

Finally, we now prove that p∗ = projfΩu. Since Ω ⊂ Cn for all n ≥ 1, by Lemma 2.9 that

〈∇f(u)−∇f(xn), xn − p〉 ≥ 0,∀p ∈ Ω. (3.41)

Taking the limit as n→∞ in (3.41), we have

〈∇f(u)−∇f(p∗), p∗ − p〉 ≥ 0,∀p ∈ Ω, (3.42)

and hence p∗ = projfΩu, by Lemma 2.9. This completes the proof. 2

Corollary 3.2. Let E be a real reflexive Banach space and C be a nonempty closed convex subset of E,
f : E → R be a coercive Legengre function which is bounded, uniformly Fréchet differentiable and totally
convex on bounded subset of E and ∇f∗ be bounded on bounded subsets of E∗ and T, S : C → C be two closed
Bregman asymptotically quasi-nonexpansive mappings. Let H : C×C → R satisfying conditions (A1)− (A4)
and Ω = F (T ) ∩ S(T ) ∩ (∩Nk=1EP (Hk)) is nonempty and bounded. Define a sequence {xn} in C by the
following algorithm:

x1 = u ∈ C chosen arbitrarily,
yn = ∇f∗(αn∇f(u) + (1− αn − βn)∇f(xn) + βn∇f(Sn(xn))),

un = ResfHN
ResfHN−1

. . . ResfH2
ResfH1

(Tyn),

Cn+1 = {z ∈ Cn : Df (z, un) ≤ Df (z, xn)},
xn+1 = projfDn+1

u, ∀n ≥ 1,

(3.43)

where {αn} ⊂ (0, 1), lim supn→∞ αn < 1. Then, the defined sequence {xn} converges strongly to projjΩu,

where projjΩu is the Bregman projection of C into Ω.

Corollary 3.3. Let E be a real reflexive Banach space and C be a nonempty closed convex subset of E,
f : E → R be a coercive Legengre function which is bounded, uniformly Fréchet differentiable and totally
convex on bounded subset of E and ∇f∗ be bounded on bounded subsets of E∗ and T, S : C → C be
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two closed Bregman totally asymptotically quasi-nonexpansive mappings with sequence {vn}, {µn}, vn, µn →
0(as n → ∞) and let there be a strictly increasing continuous function ζ : R+ → R+ with ζ(0) = 0. Let
H : C × C → R satisfying conditions (A1) − (A4). Assume that each T, S are uniformly asymptotically
regular and Ω = F (T ) ∩ S(T ) ∩ EP (H) is nonempty and bounded. Define a sequence {xn} in C by the
following algorithm:

x1 = u ∈ C chosen arbitrarily,
yn = ∇f∗(αn∇f(u) + (1− αn − βn)∇f(xn) + βn∇f(Sn(xn))),

un = ResfH(Tnyn),
Cn+1 = {z ∈ Cn : Df (z, un) ≤ Df (z, xn) + ξn},
xn+1 = projfDn+1

u, ∀n ≥ 1,

(3.44)

where {αn}, {βn} ⊂ (0, 1), lim supn→∞ αn < 1, ξn = 2ln, and ln = vn supp∈Ω ζ(Df (p, xn)) + µn. Then, the

defined sequence {xn} converges strongly to projjΩu, where projjΩu is the Bregman projection of C into Ω.
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