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1 Introduction

In recent years, considerable research and interest in fractional differential
equations has been stimulated due to their numerous applications in many areas
like physics, and engineering [1]. Many important phenomena in electromagnetics,
acoustics, viscoelasticity, electrochemistry, corrosion and material science are well
described by differential equations of fractional order [2-3].

Many new numerical techniques have been widely applied to fractional differen-
tial equations. Based on homotopy, which is a basic concept in topology, general
analytical method namely the homotopy perturbation method (HPM) was estab-
lished by He [4-7] in the year 1998, to obtain a series of solutions to the nonlinear
differential equations. This simple method has been applied to solve Blasius equa-
tion [8], fluid mechanics equations [9], fractional KdV-Burgers equation [10], some
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boundary value problems, and many other equations in subjects of different dis-
ciplines [11-24]. In this study, a new version of the HPM, which efficiently solves
fractional differential equations, is being introduced.

2 Basic Definitions

In this section some basic definitions and properties of the fractional calculus
theory used in this work will be discussed [25-26].

Definition 2.1. A real function f(x),x > 0, in the space Cy, i € R if there exists
a real number p > u,such that f(x) = 2P fi(x)where f1(z) € C[0, 0] and it is said
to be in the space C)}' if fm) ¢ Cu,m € N.

Definition 2.2. The Riemann—Liouville fractional integral operator of orderas >
0, of a function f € Cy,u > —1, is defined as:

Jof(x) = %a) /OE(:E — ) f()dt, a>0,2>0,Jf(z) = f(z).

The general and detailed properties of the operator J¢ can be found in refer-
ence [26]. For this study, where f € C\,,p > —1, o, > 0 and v > —1:

(1) J*JP f(z) = J*H0 f (),
(2) J*IP f(x) = JP T f (),
a,y — PO+ o

(3) J*2” = rimy .
It is worth mentioning here that, the Riemann—Liouville derivative method has
some disadvantages when used to model real-world phenomena with fractional
differential equations. Therefore, a modified fractional differential operator, D<,
should be introduced to overcome those weaknesses in the previous models. Such
modified fractional differential operators, D¢, were first proposed by Caputo [26],
in his work on the theory of viscoelasticity.

Definition 2.3. The fractional derivative of f(x)according to Caputo [26], is de-
fined as:

D2 fla) = IO D" f(a) = — | /Ox<x—t>m“f<m><t>du

Tm —a)
forrm—1l<a<m,meN,z>0,fecCm.

The following two properties of this operator will be used in what comes next.
Lemma 2.4. I[fm—1<a <m, and f € C}}'; p > —1, then D3 Jf(z) = f(),and

m—1 Ik
JOD f(a) = fe) = Y f(0") 75,2 > 0.

K’
k=0
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Definition 2.5. For m as the smallest integer that exceeds a, the Caputo time-
fractional derivative operator of order o > 0, is defined as:

@ u(x,t)
ot el

o t 1 t t— m—a—1 amru(:‘;ﬂ')d —1< <
Du(z,t) = Puln,t) _ { Lim o) Jot=7) or ;’_ ::e N as

For more information on the mathematical properties of fractional derivatives
and integrals, one can consult the above mentioned references.

3 Theory of the Method

To illustrate the application and methodology of using the proposed new
method, the following fractional differential equation will be considered:

A(uw(X,t) — f(r)=0,7r € Q, (3.1)

B(u(X,t),0u/On) =0,r €T, (3.2)

where A is a general differential operator, f(r)is a known analytic function, Bis a
boundary condition, I" is the boundary of the domainQ,and X = (x1,xa,...2y).
In general, the operator Acan be divided into two operators, Land N, where L is
a linear operator, while Nis a non-linear operator.

In this case, equation (3.1) can be re-written as follows:

L(u) 4+ N(u) — f(r)=0. (3.3)

Using the homotopy technique, a homotopy U(r,p) : Q x [0,1] — R could be
constructed, which satisfies:

H(U,p) = (1 =p)[L(U) —uo] +p[A(U) = f(r)] =0, pe[0,1], reQ, (34

H(U,p) = L(U) = uo + puo + p[N(U) = f(r)] = 0. (3.5)

Wherep € [0, 1], is called homotopy parameter, and wugis an initial approximation
for the solution of Eq.(3.1), which satisfies the boundary conditions.

Obviously from Eqs. (3.4) and (3.5), Egs. (3.6) and (3.7) could be derived and
written as:

H(U,0) = L(U) — ug = 0, (3.6)

H(U,1) = AU) - f(r) =0. (3.7)

It is assumed that the solution of Eq. (3.6) or Eq. (3.7) could be expressed as a
series inp, as follows:
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U=U+pU +p°Us+... (3.8)

Setting p = 1, produces the approximate solution of Eq. (3.1), which could be

written in the following form:

u = lirri U =Uy+ U +Uz+ ... Now Eq. (3.5) will be written in the following
pP—

form:
LU(X,t)) = uo(X, 1) + p[f(r(X, 1)) —uo(X,t) - N(U(X,1))]l.  (3.9)

By applying the inverse operator,L !, to both sides of Eq. (3.9), Eq. (3.10) could
be derived:

U(X,t) = L™ uo(X,t)) +p (L' (f(r)) = L™ (uo(X,t) — LTH(N(U(X, 1)) -

(3.10)
Suppose that the initial approximation of Eq. (3.1) has the form:
=Y an(X)Pu(t) (3.11)
n=0

where a1 (X), a2(X),a3(X), .. .are unknown coefficients, and Py(t), P1(t), Pa(t), .. .are
specific functions dependent on the problem. Now by substituting Egs. (3.8) and
(3.11) into Eq. (3.10), we get:

Yoo P Un(X,1) = U(X 1) = L7 (3202 g an(X) Po(t))+
p(LTHF() = LMo an(X) Pu(t) — LTHN (X020 P Un (X, 1)) -

Comparing the coefficients of terms with the identical powers of p, leads to:

P Up(X,t) = Li (ZZO Oan(X)Pn(t))v

(3.12)

Pl Ui(X 1) = L7Hf(r) = L7H(50 an(X) Pu(t) — L7IN (Uo (X, 1)),
p? : Us(X,t) = —L IN(Uy(X,t),Ur(X, 1)),
p3 : Ug( 3 ) —L~ 1N(U0(X t) Ul(X t) UQ(X t))

P U (Xt) = — LN (Uo(X, £), U (X, 1), Us(X, 1), .. U1 (X, 1)),

(3.13)
Now, if the above equations are solved in such a way that Uy (X,t) = 0, then Eq.
(3.13) results in: Uy (X,t) = Ua(X,t) =--- =0,
Therefore, the exact solution may be obtained as follows:

u(X,t) = Up(X,t) (Z an(X) P ) )

To show the capability of this method, it will be applied to some examples in
the next section. The computations associated with the following examples were
performed using MAPLE 15 software.
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Example 3.1. Let us consider the following time-fractional equation:

0%u ou O%u
— = =2t 42 2, 0 <1 3.14
8ta +x oz + 922 + 2 + <a<l, ( )

with the initial condition:
u(z,0) = 22, (3.15)
To solve Eq. (3.14), the following homotopy should be constructed:

ou U - oU QU
(1-p )(ata(xt) ug(, ))+p<8ta+ 8—+8——2t — 227 —2) 0,

or

ou ou  9*U
W(x,t) =up(z,t) — p <u0(m,t) + To + 9z 2t — 227 — 2) . (3.16)

Applying the inverse operator, J* to both sides of the above equations, results in:

« e ou 82 (o 2
U(z,t) =U(x,0) + Jfug(x,t) — J | uo(x,t) + x— + — 2t — 2% — 2

oxr | dx?
(3.17)
Suppose the solution of Eq. (3.17) has the form of Eq. (3.8), then substituting Eq.
(3.18) into Eq. (3.17), and after collecting the terms with the same powers of p,
and equating each coefficient of p to zero, all of that results in:

p° 1 Uz, t) = U(z,0) + Jfuo(z, ),
pl o Up(x,t) = —J (uo(x, t)+xaU0+aU°—2ta—2x2—2>,
P Unlat) = —Jg (292 + 55,

pj : Uj+1(xat) = _Jt()[( 8UJ + 6z2 )’

Assuming
Zan Py (t), Pu(t) = t*% U(x,0) = u(z,0).

Solving the above equation for Uy (z,t)leads to the following result:

r x
Ur(.1) = ~pragmyao(@)t® + (~ s (@) — raip (@) — raenyal (@) + 2
+ (— Il:ggii;ag(.r) — IF((?E;J:-?) a’1 (3;) _ rlj((?)ot;t_ll)) alll(x)) 13

I'(a+1)
T'(2a+1)

) tQG
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With vanishing Uy (x,t), it could easily be shown that:

ag(z) = 0,a1(x) =2, az(x) =0, as(x) =0,
Therefore, we get the solution of Eq. (3.14) as:
A'(a+1)
t) = Uo(x,t) = 2% + =— 2t
w@,t) =Uola,t) = "+ 70—

which is an exact solution.
Example 3.2. Consider the following fractional Fisher equation:

o _ o
ot 9z?

with a constant initial condition:

+ u(l —u), 0<a<l (3.18)

u(z,0) = A
For solving Eq. (3.18), the following homotopy should be constructed:

o*U o°U 09U
8ta (‘T7t) = UO(ZL'7t) - P <’LLO(£L',t) + W — W — U(]. — U)> . (319)

Applying the inverse operator, J* to both sides of the above equation, results in:

o°U  0%U

(e, = U0+ T ol )5 (o) + 58 - T8

- U)) . (3.20)

Suppose the solution of Eq. (3.20) have the form shown in Eq. (3.8), then substi-
tuting Fq. (3.8) into Eq. (3.20) and equating the coefficients of p with the same
power, leads to:

p° ¢ Up(z,t) = U(z,0) + Juo(z, ),
1. _ _ T« _ 9*Uy _ _

P Uil t) = —J¢ (uo(w,t) = G5 — Up(1 = U))
2 . _ _Ja _32U1 _

p- UQ(x,t) == Jt ( r2 Ul + 2UOU1) )

P Uppa(z,t) = =Jg (—%*U —Uj+ k=0 UkUjfk)7

o0

Assuming ug(z,t) = Yoo an(@)t*, U(z,0) = u(z,0), and solving the above
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equation for Uy(z,t), leads to the following result:
A A2 a
Ur(w, 1) = (—ﬁao(@ + Tty ~ m)t
I'(a+1 feY
+ (* 1“((2(;1)) ai(z) + r(2i+1)a8($) + F(2;+1)a0($) - 2>‘r(2;+1)a0(x)) t?
(2041 I(at1 I'(at1
+< — T a1} @) + i nal () + rismrnan (@) >t3a

D(a+1) I'(2a+1)
_2)‘F(3a+1) ar(z) — T(a+ DI (Bat+ ) (a+1) ag(z)

+ e
Furthermore, if it is assumed that Uy(x,t) = 0, then:
A1 =XN)(1—=2))

TN(a+1) ’

Therefore, the solution of the fractional differential equation can be expressed as
follows:

AL=N(1 =202 (A —2)\)?

ao(z) = A(1-X),a1(z) = as(z) = —

u(z,t) = Up(z,t) = A=A ya | AI=N(A-2)) 24

; I'(a+1) ) I'(2a+1)
A(1=A)(1—2)) (=202 \ T'(2a+1),34
+ (_ T@atl) T (F(a+1))2) TGan b+

For the special case o = 1,the solution will be as follows:

u(x,t) = A1 — A\)t* +

2 6
et
DY
which is an exact solution.
Example 3.3. Consider the following system of partial differential equations with
fractional derivatives as follows:

t (3.21)
gtf—u%—g—zzl—x—y—to‘,

{ %:i‘—vg%Jr%Z:l—Hert”‘,

with initial conditions:
U(%yao) :l‘+y— 17
'U(il',y,()) :I7y+]-

To solve Eq. (3.21), the following homotopy should be constructed:

5 @,y 1) = wole,y,t) —p (uo(w,y, ) = VIE + 3% —1+a—y—17),
T (@,9,0) = vo(@,y, 1) = p (v0lw,9,0) ~UG% = ¥ — 14z +y+12).

ot
(3.22)
Applying the inverse operator, J* to both sides of the above equations, gives:

U(%Z/J) = U(Z‘,y,O) + J?UO(Iayat) _p‘]ta (UO(xayat) - Va@% + 86% -1+ _y_ta

)

T2at1)  (Tarie

AL=N(1-2)) , <)\(1 — N1 =201 - 6) + 6)\2)> s

)

V(xay,t) = V(l’,y,O) + Jf"l}o(éﬂ,]ﬁt) 7p<]ta (’Uo(l',y,t) - U% - % -1 +x+y+ta> .

(3.23)
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Suppose the solutions of the system of equations, Eq. (3.23), have the form as

in Eq. (3.8), then substituting Eq. (3.8) into FEq. (3.23), and after collecting the

same powers of p, and equating each coefficient of p to zero, all of that gives:
0 . { UO(xvyvt):U(Ivya0)+‘]tau0('rayat)v
VO(:L'7 Y, t) = V(.T, Y, 0) + JtaUO(wv Y, t)7

Ur(a,t) = ¢ (—uoey,t) + o2 = 20 4+ 1—a+y+1°)
mu¢ram(ﬂmL%>+Ua%+a%+1_x_y—w)

Ur(,y,t) = Jg (Vo2 + Vi % — §),

p
Vi(z,y,t) = J¢ (Uo ‘9V1 + 0,9 BVo 8\;1) 7
5 Uj+1(xayvt) = Jéx ( Vk BUJ k aallflj)
p o )
Vir(ww.0) = J* (T4 w“k+@)

: uo(z,y,t) = 07 g an(z,y)t**,  U(z,y,0) = u(z,y,0),
By assuming { vo(@,y,t) = > oo bn (2, y)t**, V(z,y,0) = v(z,y,0),

and solving equations Uy (z,t), Vi (z,t), leads to the following results:

Ul(xa:%t) = (—ﬁao(x,y) - m) t

I'la+1 r— «
+ (_F((Qa—:-l)) ar(z,y) + F(201¢+1)b0(x’y) + F(2a-y+1)a67w(mvy) + F(a1+1)> t2
_|_ BRI
Vi(z,y,t) = —ﬁbo(%y) + ﬁ) t

I'(a+1) 1 T+ 1 @
+ (* F(2a+1)b1(17,y) + mao(%y) + f‘(T}:.l)bE),x(Ivy) - W) £
_|_ s

By vanishing Uy (z,y,t), Vi(z,y,t), the coefficients an(x,y), bp(z,y)(n =1,2,3, -

can be determined from:

ao(aj,y) = l,al(sc,y) = O,CLQ(.T,y) = O,&g(l‘,y) = O,a4(x,y) = 07' o
bO(‘ray) = 713b1(l’7y) = O,bg(fﬂ,y) = O,bg(l’,y) = 0,b4(x,y) = 05 e

Therefore we get the solution of Eq. (14) as

u(@,y,t) = Up(@,y,t) =+ y — 1+ ey co(@, v + famepyan (2, y)t2°

D(2a+1 3a+1 “
+r§3§+1§a2($ e + FE43+1§G3($ Yt =2yt g — L

'U(.’E,y,t) = ‘/E)(xayvt) =T —Y+ 1+ F(a1+1) bo(.’E, y)ta + 1‘((26;—:1) bl(mvy)t2a

I'2a+1 o I'(3a+1) a
+F§3a11§b2(x,y)t3 + I 46;1 by (@, y)t* + - = x —y — oy + 1,

which is an exact solution.

),
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4 Conclusion

In this manuscript, a novel algorithm for solving fractional differential equa-
tions was successfully developed and tested. The proposed method is simple and
it finds exact solution to all equations using initial condition only. This method
is also very powerful in finding solutions to various types of physical problems in
many important practical applications. One of the other main advantages of this
method is its fast convergence to the solution.

References

[1] B.J. West, M. Bolognab, P. Grigolini, Physics of Fractal Operators, Springer,
New York, 2003.

[2] K.S. Miller, B. Ross, An Introduction to the Fractional Calculus and Frac-
tional Differential Equations, Wiley, New York, 1993.

[3] S.G. Samko, A.A. Kilbas, O.1. Marichev, Fractional Integrals and Derivatives:
Theory and Applications, Gordon and Breach, Yverdon, 1993.

[4] J. H. He, Homotopy perturbation technique. Comput Meth Appl Mech Eng.
178 (1999) 257-262.

[5] J. H. He, A coupling method of homotopy technique and perturbation tech-
nique for nonlinear problems. Int J Non-linear Mech. 35 (1) (2000) 37-43.

[6] J. H. He, New interpretation of homotopy perturbation method. Int J Mod
Phys B. 20 (2006) 2561-2568.

[7] J. H. He, Recent development of homotopy perturbation method. Topol Meth
Nonlinear Anal. 31 (2008) 205-209.

[8] S. Abbasbandy, A numerical solution of Blasius equation by Adomian’s de-
composition method and comparison with homotopy perturbation method.
Chaos Soliton Fract. 31 (2007) 257-260.

[9] A.M. Siddiqui, A. Zeb, Q.K.Ghori, Homotopy perturbation method for thin
film flow of a fourth grade fluid down a vertical cylinder. Phys Lett A. 352
(2006) 404-410.

[10] Q.i. Wang, Homotopy perturbation method for fractional KdV-Burgers equa-
tion. Chaos Soliton Fract. 35 (5) (2008) 843-850.

[11] J. Biazar, M. Eslami, and H. Ghazvini, Homotopy perturbation method for
systems of partial differential equations, International Journal of Nonlinear
Sciences and Numerical Simulation. 8 (3) (2007) 411-416.

[12] J. Biazar, M. Eslami, Approximate solutions for Fornberg-Whitham type
equations, International Journal of Numerical Methods for Heat & Fluid
Flow, 22 (6) (2012) 803-812.



610 Thai J. Math. 12 (2014)/ M. Eslami

[13] A. M. A. El-Sayed, A. Elsaid, I. L. El-Kalla, and D. Hammad, “A homotopy
perturbation technique for solving partial differential equations of fractional
order in finite domains,Applied Mathematics and computational. 218 (17)
(2012) 8329-8340.

[14] M Eslami, M Mirzazadeh, Study of convergence of Homotopy perturbation
method for two-dimensional linear Volterra integral equations of the first kind,
International Journal of Computing Science and Mathematics. 5 (1)(2014)
72-80.

[15] M Eslami, J Biazar, Analytical Solution of the Klein-Gordon Equation by
a New Homotopy Perturbation Method, Computational Mathematics and
Modeling. 25 (1) (2014) 124-134.

[16] M Matinfar, M Saeidy, M Eslami, Solving a System of Linear and Nonlin-
ear Fractional Partial Differential Equations Using Homotopy Perturbation
Method. 14 (7-8) (2013) 471-478.

[17] Y.-G. Wang, W.-H. Lin, and N. Liu, A homotopy perturbation-based method
for large deflection of a cantilever beam under a terminal follower force, In-
ternational Journal for Computational Methods in Engineering Science and
Mechanics. 13 (2012) 197-201.

[18] L.Cveticanin, Homotopy-perturbation method for pure nonlinear differential
equation. Chaos Soliton Fract. 2006;30:1221-1230.

[19] Turgut Ozis, Ahmet Yidirsm., A note on He’s homotopy perturbation
method for van der Pol oscillator with very strong nonlinearity. Chaos Soliton
Fract. 34 (3) (2007) 989-991.

[20] E. Yusufoglu, Homotopy perturbation method for solving a nonlinear system
of second order boundary value problems. Int J Nonlinear Sci Numer Simul.
8 (2007) 353-358.

[21] J.Biazar, M.Eslami, A new technique for non-linear two-dimensional wave
equation, Scientia Iranica. 2 (2013) 359-363.

[22] M. Matinfar, M.Eslami, M. Saeidy, An Efficient Method for Cauchy Problem
of I1l-Posed Nonlinear Diffusion Equation, International Journal of Numerical
Methods for Heat and Fluid Flow. 23 (3) (2013) 427-435.

[23] Jafar Biazar, Mostafa Eslami A new homotopy perturbation method for solv-
ing systems of partial differential equations, Computers and Mathematics
with Applications. 62 (1) (2011) 225-234.

[24] M. Eslami, New Homotopy Perturbation Method for Special Kind of Systems
of Volterra Integral Equations in Two-dimensional Spaces, Computational
Mathematics and Modeling. 25 (1) 2014 135-148.

[25] 1. Podlubny, Fractional Differential Equations, Academic Press, San Diego.
1999.



An Efficient Method for Solving Fractional ... 611

[26] M. Caputo, Linear models of dissipation whose Q is almost frequency inde-
pendent, Part II, J. Roy. Astr. Soc. 13 (1967) 529-539.

(Received 22 November 2012)
(Accepted 26 February 2014)

THAI J. MATH. Online @ http://thaijmath.in.cmu.ac.th



