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1 Introduction

We denote by N and R the sets of all positive integers and all real numbers,
respectively. Let H be a real Hilbert space with an inner product ⟨·, ·⟩ and a norm
∥·∥. Let C be a closed convex subset of H. A mapping T : C → H is nonexpansive
if ∥Tx− Ty∥ ≤ ∥x− y∥ for all x, y ∈ C. The set of fixed points of T is denoted by
F (T ), i.e., F (T ) = {x ∈ C : x = Tx}.

Many problems in nonlinear analysis can be reformulated as a problem of
finding a fixed point of a nonexpansive mapping and the iterative algorithms have
been extensively investigated by many authors. Two classical iterative schemes
are Mann iterative method [4] which is defined as follows: x1 ∈ C and

xn+1 = αnxn + (1− αn)Txn, ∀n ∈ N, (1.1)

and Halpern iterative method [5] which is defined as follows: x1 = x ∈ C and

xn+1 = αnx+ (1− αn)Txn, ∀n ∈ N, (1.2)

where {αn} is a sequence in (0, 1). It is known that under appropriate conditions
the Mann iterative method converges only weakly to a fixed point of T but the
Halpern iterative method converges strongly to a fixed point of T .

In 2007, Aoyama et al. [6] extended iteration (1.1) to obtain weak convergence
to a common fixed point of a countable family of nonexpansive mappings {Tn}∞n=1

by the following iteration:

xn+1 = αnxn + (1− αn)Tnxn, ∀n ∈ N, (1.3)

where x1 ∈ C and {αn} is a sequence in (0, 1). On the other hand, Aoyama et
al. [7] extended iteration (1.2) to obtain strong convergence to a common fixed
point of a countable family of nonexpansive mappings {Tn}∞n=1 by the following
iteration:

xn+1 = αnx+ (1− αn)Tnxn, ∀n ∈ N, (1.4)

where x1 = x ∈ C and {αn} is a sequence in (0, 1). In the literature, the schemes
(1.3) and (1.4) have been widely studied and extended in [8, 9, 10, 11, 12, 13, 14,
15, 16] and references therein.

In many practical problems, such as optimization problems, finding the mini-
mum norm fixed point of nonexpansive mappings is quite important. In general,
the nonexpansive mapping may have more than one fixed point. It is known that
if C is closed and convex and T : C → H is nonexpansive, then F (T ) is closed
and convex and hence there exists a unique x∗ ∈ F (T ) satisfies:

∥x∗∥ = min{∥x∥ : x ∈ F (T )}.

That is, x∗ is the minimum-norm fixed point of T. In other words, x∗ is the metric
projection of the origin on F (T ). It is an interesting thing to construct iterative
sequence to find the minimum-norm fixed point of a nonexpansive mapping T (see
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[1, 2, 3, 17, 18, 19, 20, 21, 22]). In 2009, Yao et al. [3] introduced the following
iterative scheme for a nonexpansive mapping T on C: x1 ∈ C,

yn = PC(1− αn)xn,
xn+1 = (1− βn)yn + βnTyn, ∀n ∈ N,

(1.5)

where {αn} and {βn} are sequences in (0, 1). They proved that {xn} defined by
(1.5) converges strongly to a minimum-norm fixed point of T if limn→∞ αn = 0,∑∞

n=1 αn = ∞ and 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1. Moreover, Cui
and Liu [17] and Yao and Xu [22] independently proposed the following iterative
scheme: {

x1 ∈ C,
xn+1 = PC((1− αn)Txn), ∀n ∈ N, (1.6)

where {αn} is a sequence in (0, 1) satisfying limn→∞ αn = 0,
∑∞

n=1 αn = ∞, and∑∞
n=1 |αn+1 − αn| < ∞ or limn→∞

αn

αn+1
= 1. Recently, Cai et al. [1] relaxed the

iterative scheme (1.6) as follows: x1 ∈ C,
yn = βxn + (1− β)Txn,
xn+1 = PC((1− αn)yn), ∀n ∈ N,

(1.7)

where {αn} is a sequence in (0, 1) satisfying limn→∞ αn = 0 and
∑∞

n=1 αn = ∞
and β ∈ (0, 1). However, the scheme (1.7) is a spacial case of the scheme (1.5)
because the scheme (1.5) and the following iterative scheme: x1 ∈ C,

yn = βnxn + (1− βn)Txn,
xn+1 = PC((1− αn)yn), ∀n ∈ N,

(1.8)

are equivalent. To see this, let us set y1 = β1x1 + (1 − β1)Tx1, zn ≡ xn+1, and

β̂n ≡ βn+1. Then it follows from (1.8) that
y1 ∈ C,
zn = PC((1− αn)yn),

yn+1 = β̂nzn + (1− β̂n)Tzn, ∀n ∈ N.
(1.9)

Then the scheme (1.7) is the scheme (1.8) with βn ≡ β. On the other hand, Chen
[2] extended the iterative scheme (1.6) for finding a common minimum-norm fixed
point of a countable family of nonexpansive mappings {Tn}∞n=1 as follows:{

x1 ∈ C,
xn+1 = PC((1− αn)Wnxn), ∀n ∈ N, (1.10)

where {αn} is a sequence in (0, 1) satisfying limn→∞ αn = 0 and
∑∞

n=1 αn = ∞
and Wn is a W -mapping defined by Takahashi [23] (see also [24, 25]).
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The equilibrium problem of a bifunction φ : C ×C → R is to find x ∈ C such
that φ(x, y) ≥ 0 for all y ∈ C. The set of such x ∈ C is denoted by EP (φ), i.e.,

EP (φ) =
{
x ∈ C : φ(x, y) ≥ 0, ∀y ∈ C

}
.

The equilibrium problems include fixed point problems, optimization problems,
variational inequality problems and Nash equilibrium problems as special cases.
Iterative methods have been proposed to solve the equilibrium problems (see, for
instance, [26, 27, 28]). For example, Combettes and Hirstoaga [27] introduced an
iterative scheme of finding the best approximation to the initial data when EP (φ)
is nonempty and they also proved a strong convergence theorem in a real Hilbert
space.

For a bifunction φ : C × C → R and a nonlinear mapping A : C → H, we
consider the following generalized equilibrium problem. Find z ∈ C such that

φ(z, y) + ⟨Az, y − z⟩ ≥ 0, ∀y ∈ C.

The set of such z ∈ C is denoted by EP (φ,A), i.e.,

EP (φ,A) = {z ∈ C : φ(z, y) + ⟨Az, y − z⟩ ≥ 0, ∀y ∈ C}. (1.11)

If A ≡ 0, then this problem coincides with the equilibrium problem.
Iterative methods for finding a common element of the set of solutions for an

(a generalized) equilibrium problem and the set of fixed points of a nonexpansive
mapping are studied. For instance, Tada and Takahashi [29] introduced a modified
Mann iterative method as follows:

x1 ∈ H,
φ(un, y) +

1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

xn+1 = αnxn + (1− αn)Tun, ∀n ∈ N,
(1.12)

Takahashi and Takahashi [30] introduced a modified Halpern method as follows:
x1 ∈ H,
φ(un, y) +

1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

xn+1 = αnx+ (1− αn)Tun, ∀n ∈ N,
(1.13)

Takahashi and Takahashi [31] introduced an iterative method for a generalized
equilibrium problem in the following way:

x1 = x ∈ C,
φ(un, y) + ⟨Axn, y − zn⟩+ 1

rn
⟨y − zn, un − xn⟩ ≥ 0 ∀y ∈ C,

yn = αnx+ (1− αn)un,
xn+1 = βnxn + (1− βn)Tyn, ∀n ∈ N,

(1.14)

where {αn} and {βn} are sequences in (0, 1) and {rn} is a sequence in (0,∞).
It is known that under appropriate conditions the iterative method (1.12) con-
verges weakly to an element of F (T )∩EP (φ) but the iterative method (1.13) and
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(1.14) converge strongly to an element of F (T ) ∩ EP (φ) and F (T ) ∩ EP (φ,A),
respectively.

Recently, there are many authors introduced and studied the iterative methods
for finding a common element of the set of solutions for a generalized equilibrium
problem and the set of fixed points of a countable family of nonexpansive mappings
(see [13, 14, 32, 33, 34, 35, 36, 37, 38, 39, 40, 41, 42]).

In this paper, we introduce a new iterative scheme for finding a common
minimum-norm solution of a generalized equilibrium problem and a fixed point
problem for a countable family of nonexpansive mappings and then establish strong
convergence theorems of the scheme by using the NST-condition introduced by
Nakajo et al. [11]. We give some examples of a generated family of nonexpansive
mappings satisfying the NST-condition from a given family of nonexpansive map-
pings with a common fixed point. Our results extend and improve the main result
of Cai et al. [1], Chen [2] and Yao et al. [3] and many others. At the end, we apply
our results to solve the problem of finding common zeros of a family of maximal
monotone operators, the common minimizer problem and the multiple-sets split
feasibility problem.

2 Preliminaries

Let H be a real Hilbert space. It is well-known that for all x, y ∈ H and all
λ ∈ (0, 1),

∥λx+ (1− λ)y∥2 = λ∥x∥2 + (1− λ)∥y∥2 − λ(1− λ)∥x− y∥2 (2.1)

and
∥x+ y∥2 = ∥x∥2 − ∥y∥2 + 2⟨x+ y, y⟩.

We write xn ⇀ x to indicate that the sequence {xn} converges weakly to x and
xn → x to indicate that {xn} converges strongly to x. It is also known that H
satisfies Opial’s condition [43] if for any sequence {xn} with xn ⇀ x, the inequality

lim inf
n→∞

∥xn − x∥ < lim inf
n→∞

∥xn − y∥

holds for every y ∈ H with y ̸= x.
Let C be a subset of H and L > 0. A mapping T : C → H is said to be

• firmly nonexpansive if

∥Tx− Ty∥2 ≤ ⟨Tx− Ty, x− y⟩, ∀x, y ∈ C;

• nonexpansive if
∥Tx− Ty∥ ≤ ∥x− y∥, ∀x, y ∈ C;

• L-Lipschitzian if

∥Tx− Ty∥ ≤ L∥x− y∥, ∀x, y ∈ C.
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Notice that every firmly nonexpansive mapping is nonexpansive and every nonex-
pansive mapping is 1-Lipschitzian. If C is nonempty closed and convex, then for
every point x ∈ H, there exists a unique nearest point of C, denoted by PCx, such
that

∥x− PCx∥ ≤ ∥x− y∥, ∀y ∈ C.

Such a PC is called the metric projection from H onto C. We know that PC is a
firmly nonexpansive mapping from H onto C. Furthermore, for any x ∈ H and
z ∈ C, z = PCx if and only if

⟨x− z, z − y⟩ ≥ 0, ∀y ∈ C.

Let C be a nonempty closed convex subset of a real Hilbert space H and A a
mapping of C into H. The classical variational inequality is to find x ∈ C such
that

⟨Ax, y − x⟩ ≥ 0, ∀y ∈ C.

The set of solutions of the classical variational inequality is denoted by V I(C,A).
We know that

u ∈ V I(C,A) ⇔ u = PC(u− λAu)

for all λ > 0, where I is the identity mapping (see [44]). Let α > 0. A mapping A
of C into H is said to be

• monotone if
⟨Ax−Ay, x− y⟩ ≥ 0, ∀x, y ∈ C;

• α-strongly-monotone if

⟨Ax−Ay, x− y⟩ ≥ α∥x− y∥2, ∀x, y ∈ C;

• α-inverse-strongly monotone if

⟨Ax−Ay, x− y⟩ ≥ α∥Ax−Ay∥2, ∀x, y ∈ C.

The following lemma is needed for proving the main results.

Lemma 2.1 ([45, Lemma 2.1] and [46, Lemma 2.6]). Let {an} be a sequence in
[0,∞), {ζn} be a sequence in (0, 1) such that

∑∞
n=1 ζn = ∞, and {δn} be a sequence

of real numbers. Suppose that

an+1 ≤ (1− ζn)an + ζnδn, ∀n ∈ N,

and one of the following holds:

(i)
∑∞

n=1 ζnδn < ∞;

(ii) lim supk→∞ δnk
≤ 0 for every subsequence {ank

} of {an} satisfying

lim inf
k→∞

(ank+1 − ank
) ≥ 0.
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Then limn→∞ an = 0.

For solving the equilibrium problem for a bifunction φ : C × C → R, let us
assume that φ satisfies the following conditions (see [26, 27, 29, 30, 31]):

(A1) φ(x, x) = 0 for all x ∈ C;

(A2) φ is monotone, i.e., φ(x, y) + φ(y, x) ≤ 0 for all x, y ∈ C;

(A3) lim
t→0

φ(tz + (1− t)x, y) ≤ φ(x, y) for all x, y, z ∈ C;

(A4) for each x ∈ C, y 7→ φ(x, y) is convex and lower semicontinuous.

The following lemma gives a characterization of a solution of an equilibrium
problem proved by [26, Corollary 1] and [27, Lemma 2.12].

Lemma 2.2. Let C be a closed convex subset of a real Hilbert space H, let φ be
a bifunction from C ×C into R satisfying the conditions (A1)-(A4) and let r > 0.
Define a mapping Tr : H → C by Tr(x) = x∗ where x∗ is the unique element in C
such that

φ(x∗, y) +
1

r
⟨y − x∗, x∗ − x⟩ ≥ 0 ∀y ∈ C.

Such a mapping Tr is called the resolvent of φ for r. Then, the followings hold:

(i) Tr is firmly nonexpansive;

(ii) F (Tr) = EP (φ);

(iii) EP (φ) is closed and convex.

Remark 2.3. Some well-known examples of resolvents of bifunctions satisfying
the conditions (A1)-(A4) are presented in [27, Lemma 2.15].

Recall that a mapping T : C → H is demi-closed at y, if xn ⇀ x and Txn → y,
then Tx = y. We note that I−T is demi-closed at 0 if T is a nonexpansive mapping.

To deal with a family of mappings, the following conditions of a family of
mappings are introduced. Let C be a closed convex subset of a real Hilbert space
H, let {Tn} be a family of mappings of C into H with ∩∞

n=1F (Tn) ̸= ∅ and ωw{zn}
denote the set of all weak subsequential limits of a bounded sequence {zn} in C.
{Tn} is said to satisfy

(a) the AKTT-condition (I) [7] if for each bounded subset B of C,

∞∑
n=1

sup{∥Tn+1z − Tnz∥ : z ∈ B} < ∞;
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(b) the AKTT-condition (II) [6] if for each bounded subset B of C and each
increasing sequence {ni} of N, there exists a mapping T : C → H with I−T
is demi-closed at 0 and a subsequence {nij} of {ni} such that

lim
j→∞

sup{∥Tnij
z − Tz∥ : z ∈ B} = 0 and F (T ) = ∩∞

n=1F (Tn);

(c) the NST-condition [11] if for each bounded sequence {zn} in C,

lim
n→∞

∥zn − Tnzn∥ = 0 implies ωw{zn} ⊂ ∩∞
n=1F (Tn).

Remark 2.4. If there is a mapping T : C → H such that

Tx = lim
n→∞

Tnx, ∀x ∈ C, (2.2)

I − T is demi-closed at 0 and F (T ) =
∩∞

n=1 F (Tn) ̸= ∅, then {Tn} satisfies the
AKTT-condition (II).

Lemma 2.5 ([7, Lemma 3.2]). Let C be a nonempty closed subset of a real Hilbert
space H and let {Tn} be a family of mappings of C into H which satisfies the
AKTT-condition (I). Then there is a mapping T : C → H satisfying (2.2). In
particular, if I − T is demi-closed at 0 and F (T ) =

∩∞
n=1 F (Tn) ̸= ∅, then {Tn}

satisfies the AKTT-condition (II).

Lemma 2.6 ([14, Lemma 2.9]). Let C be a closed convex subset of a real Hilbert
space H and let {Tn} be a family of mappings of C into itself with ∩∞

n=1F (Tn) ̸= ∅.
If {Tn} satisfies the AKTT-condition (II), then {Tn} satisfies the NST-condition.

3 Main Results

In this section, we give a strong convergence theorem for finding the common
minimum-norm element of the set of solutions of the equilibrium problem and the
set of fixed points of a countable family of nonexpansive mappings in a Hilbert
space. To this end, the following iterative schemes are introduced:

x1 ∈ C,
φ(un, y) + ⟨Axn, y − un⟩+ 1

rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un),
xn+1 = βnyn + (1− βn)Tnyn, ∀n ∈ N,

(3.1)

where C is a closed convex subset of a real Hilbert space H, φ : C × C → R is a
bifunction, A is an α-inverse-strongly monotone mapping of C into H, {Tn} is a
sequence of nonexpansive mappings of C into itself, {rn} is a sequence in (0,∞),
and {αn} and {βn} are sequences in (0, 1).
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Theorem 3.1. Let C be a closed convex subset of a real Hilbert space H and let
φ : C × C → R be a bifunction satisfying the conditions (A1)-(A4). Let A be
an α-inverse-strongly monotone mapping of C into H and let {Tn} be a family
of nonexpansive mappings of C into itself satisfying the NST-condition and F :=
∩∞
n=1F (Tn)∩EP (φ,A) ̸= ∅. Let {rn} be a sequence in [a, b] for some a, b ∈ (0, 2α),

and let {αn} and {βn} be sequences in (0, 1) satisfying the following conditions:

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.

Then {un}, {yn} and {xn} defined by (3.1) converge strongly to the common
minimum-norm element of F.

Proof. Note that un can be rewritten as un = Trn(xn − rnAxn) for each n ∈ N.
Since F is nonempty closed convex, put w = PFθ, where θ is a zero element in H.
That is,

∥w∥ = min {∥z∥ : z ∈ F} .
Since a ≤ rn ≤ b < 2α, we obtain

∥un − w∥2 = ∥Trn(xn − rnAxn)− Trn(w − rnAw)∥2

≤ ∥(xn − rnAxn)− (w − rnAw)∥2

= ∥(xn − w)− rn(Axn −Aw)∥2

= ∥xn − w∥2 − 2rn⟨xn − w,Axn −Aw⟩+ r2n∥Axn −Aw∥2

≤ ∥xn − w∥2 − 2rnα∥Axn −Aw∥2 + r2n∥Axn −Aw∥2

= ∥xn − w∥2 + rn(rn − 2α)∥Axn −Aw∥2

≤ ∥xn − w∥2 − a(2α− b)∥Axn −Aw∥2. (3.2)

In particular,

∥un − w∥ ≤ ∥xn − w∥. (3.3)

By the definition of yn, we have

∥yn − w∥ = ∥PC((1− αn)un)− PCw∥
≤ ∥(1− αn)un − w∥
= ∥(1− αn)(un − w)− αnw∥
≤ (1− αn)∥un − w∥+ αn∥w∥
≤ (1− αn)∥xn − w∥+ αn∥w∥. (3.4)

So, we obtain

∥xn+1 − w∥ = ∥βnyn + (1− βn)Tnyn − w∥
= ∥(1− βn)(Tnyn − w) + βn(yn − w)∥
≤ (1− βn)∥Tnyn − w∥+ βn∥yn − w∥
≤ ∥yn − w∥. (3.5)
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By induction on n, putting K = max{∥x1 − w∥, ∥w∥}, we obtain ∥xn − w∥ ≤ K
for all n ∈ N. In fact, it is obvious that ∥x1−w∥ ≤ K. Suppose that ∥xk−w∥ ≤ K
for some k ∈ N. Then, we have

∥xk+1 − w∥ ≤ (1− αk)∥xk − w∥+ αk∥w∥
≤ (1− αk)K + αkK = K.

Hence, the sequence {xn} is bounded and so are {yn}, {Tnyn} and {un}. By (3.2)
and (3.5), we obtain

∥xn+1 − w∥2

≤ ∥yn − w∥2

≤ ∥(1− αn)(w − un) + αnw∥2

≤ (1− αn)
2∥un − w∥2 − α2

n∥w∥2 + 2⟨αnw, (1− αn)(w − un) + αnw⟩ (3.6)

≤ (1− αn)
(
∥xn − w∥2 − a(2α− b)∥Axn −Aw∥2

)
+ αn∥w∥2

+ 2αn(1− αn)⟨w,w − un⟩
≤ (1− αn)∥xn − w∥2 − (1− αn)a(2α− b)∥Axn −Aw∥2 + αnδn, (3.7)

where δn = αn∥w∥2 + 2(1− αn)⟨w,w − un⟩. It follows that

∥xn+1 − w∥2 ≤ (1− αn)∥xn − w∥2 + αnδn. (3.8)

Next, by using Lemma 2.1 (ii), we shall show that xn → w. It means that we want
to show

lim sup
k→∞

δnk
= 2 lim sup

k→∞
⟨w,w − unk

⟩ ≤ 0

for every subsequence {nk} of {n} satisfying

lim inf
k→∞

(∥xnk+1 − w∥ − ∥xnk
− w∥) ≥ 0.

To do this, given a subsequence {xnk
} of {xn} such that

lim inf
k→∞

(∥xnk+1 − w∥ − ∥xnk
− w∥) ≥ 0.

From (3.4), (3.5) and αn → 0, we obtain

lim sup
n→∞

(
∥xn+1 − w∥ − ∥xn − w∥

)
≤ lim sup

n→∞

(
∥yn − w∥ − ∥xn − w∥

)
≤ 0.

It follows that

lim
k→∞

(
∥xnk+1 − w∥ − ∥xnk

− w∥
)
= 0 = lim

k→∞

(
∥ynk

− w∥ − ∥xnk
− w∥

)
. (3.9)

From (3.7), we have

(1− αn)a(2α− b)∥Axn −Aw∥2 ≤ ∥xn − w∥2 − ∥xn+1 − w∥2 + αnδn − αn∥xn − w∥2.
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Since αn → 0 and (3.9),

∥Axnk
−Aw∥ → 0. (3.10)

Using Lemma 2.2 (ii), we obtain

2∥un − w∥2

= 2∥Trn(xn − rnAxn)− Trn(w − rnAw)∥2

≤ 2⟨(xn − rnAxn)− (w − rnAw), un − w⟩
= ∥(xn − rnAxn)− (w − rnAw)∥2 + ∥un − w∥2 − ∥(xn − un)− rn(Axn −Aw)∥2

≤ ∥xn − w∥2 + ∥un − w∥2 − ∥(xn − un)− rn(Axn −Aw)∥2

= ∥xn − w∥2 + ∥un − w∥2 − ∥xn − un∥2

+ 2rn⟨xn − un, Axn −Aw⟩ − r2n∥Axn −Aw∥2.

So, we have

∥un − w∥2 ≤ ∥xn − w∥2 − ∥xn − un∥2

+ 2rn⟨xn − un, Axn −Aw⟩ − r2n∥Axn −Aw∥2. (3.11)

From (3.6) and (3.11), we obtain

∥xn+1 − w∥2

≤ ∥xn − w∥2 − (1− αn)
2∥xn − un∥2 + 2(1− αn)

2rn∥xn − un∥∥Axn −Aw∥
+ α2

n∥w∥2 + 2αn(1− αn)∥un − w∥∥w∥ (3.12)

Using αn → 0, (3.9) and (3.10), we get

∥xnk
− unk

∥ → 0. (3.13)

Since αn → 0, we obtain

∥yn − un∥ = ∥PC((1− αn)un)− PCun∥
≤ ∥(1− αn)un − un∥
= αn∥un∥ → 0. (3.14)

By (2.1), we have

∥xn+1 − w∥2 = βn∥yn − w∥2 + (1− βn)∥Tnyn − w∥2 − βn(1− βn)∥yn − Tnyn∥2

≤ ∥yn − w∥2 − βn(1− βn)∥yn − Tnyn∥2.

Then

βn(1− βn)∥yn − Tnyn∥2 ≤ ∥yn − w∥2 − ∥xn+1 − w∥2.
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Since (3.9) and (ii), we obtain

∥ynk
− Tnk

ynk
∥ → 0. (3.15)

We shall show that

lim sup
k→∞

⟨w,w − unk
⟩ ≤ 0. (3.16)

To show this inequality, take a subsequence {uni} of {unk
} such that uni ⇀ u and

lim sup
k→∞

⟨w,w − unk
⟩ = lim

i→∞
⟨w,w − uni⟩. (3.17)

Let us show u ∈ F. From (3.14), (3.15) and {Tn} satisfies the NST-condition, we
get u ∈ ∩∞

n=1F (Tn). Next, we shall show u ∈ EP (φ,A). For any y ∈ C, we have
from (3.1) that

φ(un, y) + ⟨Axn, y − un⟩+
1

rn
⟨y − un, un − xn⟩ ≥ 0,

and by the condition (A2), we obtain

⟨Axn, y − un⟩+
1

rn
⟨y − un, un − xn⟩ ≥ φ(y, un).

Replacing n by ni, we get

⟨Axni , y − uni⟩+ ⟨y − uni ,
uni − xni

rni

⟩ ≥ φ(y, uni). (3.18)

Put zt = ty + (1− t)u for all t ∈ (0, 1] and y ∈ C. Then, we have zt ∈ C. So, from
(3.18) we have

⟨zt − uni , Azt⟩ ≥ ⟨zt − uni , Azt⟩ − ⟨zt − uni , Axni⟩

−
⟨
zt − uni ,

uni − xni

rni

⟩
+ φ(zt, uni)

= ⟨zt − uni , Azt −Auni⟩+ ⟨zt − uni , Auni −Axni⟩

−
⟨
zt − uni ,

uni − xni

rni

⟩
+ φ(zt, uni).

Since rn ≥ a > 0, ∥uni−xni∥ → 0, we have ∥Auni−Axni∥ → 0. Furthermore, from
monotonicity of A, we obtain ⟨zt − uni , Azt − Auni⟩ ≥ 0. So, from the condition
(A4) we get

⟨zt − u,Azt⟩ ≥ φ(zt, u), (3.19)

as i → ∞. From the conditions (A1), (A4) and (3.19), we also have

0 = φ(zt, zt) ≤ tφ(zt, y) + (1− t)φ(zt, u)

≤ tφ(zt, y) + (1− t)⟨zt − u,Azt⟩
= tφ(zt, y) + t(1− t)⟨y − u,Azt⟩
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and hence

0 ≤ φ(zt, y) + (1− t)⟨y − u,Azt⟩.

Letting t → 0, we have, for each y ∈ C,

0 ≤ φ(u, y) + ⟨y − u,Au⟩.

This implies u ∈ EP (φ,A) and hence u ∈ F. From (3.17), limn→∞ αn = 0 and the
property of metric projection, we have

lim sup
k→∞

⟨w,w − unk
⟩ = lim

i→∞
⟨w,w − uni⟩ = ⟨w,w − u⟩ ≤ 0.

Thus lim supk→∞ δnk
≤ 0. From Lemma 2.1 and

∑∞
n=1 αn = ∞, we obtain

lim
n→∞

∥xn − w∥ = 0.

We conclude that xn → w, where w ∈ F such that

∥w∥ = min{∥z∥ : z ∈ F}.

From (3.3) and (3.4), we obtain un → w and yn → w, respectively. This completes
the proof.

Remark 3.2. We can find some iterations which are equivalent to (3.1) such as
x1 ∈ C,
yn = βnxn + (1− βn)Tnxn,
φ(un, y) + ⟨Ayn, y − un⟩+ 1

rn
⟨y − un, un − yn⟩ ≥ 0, ∀y ∈ C,

xn+1 = PC((1− αn)un), ∀n ∈ N.

(3.20)

To see this, let us set y1 = β1x1 + (1 − β1)T1x1, zn ≡ xn+1, Sn ≡ Tn+1 and

β̂n ≡ βn+1 . Then it follows from (3.20) that
y1 ∈ C,
φ(un, y) + ⟨Ayn, y − un⟩+ 1

rn
⟨y − un, un − yn⟩ ≥ 0, ∀y ∈ C,

zn = PC((1− αn)un),

yn+1 = β̂nzn + (1− β̂n)Snzn ∀n ∈ N.

(3.21)

Employing the idea in [31], we obtain the following strong convergence theorem
by the modified viscosity method, whose proof is left for the reader to verify, for
finding the common element of the set of solutions of the equilibrium problem and
the set of fixed points of a countable family of nonexpansive mappings in a Hilbert
space.

Theorem 3.3. Let C be a closed convex subset of a real Hilbert space H and let
φ : C × C → R be a bifunction satisfying the conditions (A1)-(A4). Let A be
an α-inverse-strongly monotone mapping of C into H and let {Tn} be a family
of nonexpansive mappings of C into itself satisfying the NST-condition and F :=
∩∞
n=1F (Tn)∩EP (φ,A) ̸= ∅. Let {rn} be a sequence in [a, b] for some a, b ∈ (0, 2α),

and let {αn} and {βn} be sequences in (0, 1) satisfying the following conditions:
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(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.

Let {un}, {yn} and {xn} be sequences defined by
x1 ∈ C,
φ(un, y) + ⟨Axn, y − un⟩+ 1

rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC(αnf(xn) + (1− αn)un),
xn+1 = βnyn + (1− βn)Tnyn, ∀n ∈ N,

(3.22)

where f : C → H is an α-contraction with α ∈ [0, 1), that is, ∥f(x) − f(y)∥ ≤
α∥x − y∥ for all x, y ∈ C. Then {un}, {yn} and {xn} defined by (3.22) converge
strongly to z ∈ F where z = PFf(z).

Next, we use our Theorem 3.1 to obtain strong convergence theorems by gen-
erating a sequence {Sn} of nonexpansive mappings satisfying the NST-condition
from a general sequence {Tn} of nonexpansive mappings with a common fixed
point (see [7, 8, 11, 14, 48]). We now give some examples of a family of mappings
satisfying the NST-condition.

Let {Tn} be a sequence of mappings of C into itself and let λn
1 , λ

n
2 , λ

n
3 be real

numbers for all n ∈ N such that 0 < λn
i ≤ 1 for i = 1, 2, 3 with λn

1 + λn
2 + λn

3 = 1.
Then for any n ∈ N, we define a mapping Sn of C into itself [37] as follow:

Un,n+1 = I,

Un,n = λn
1TnUn,n+1 + λn

2Un,n+1 + λn
3 I,

Un,n−1 = λn−1
1 Tn−1Un,n + λn−1

2 Un,n + λn−1
3 I,

...

Un,k = λk
1TkUn,k+1 + λk

2Un,k+1 + λk
3I,

...

Un,2 = λ2
1T2Un,3 + λ2

2Un,3 + λ2
3I,

Sn = Un,1 = λ1
1T1Un,2 + λ1

2Un,2 + λ1
3I. (3.23)

Such a mapping Sn is called the S-mapping generated by T1, T2, . . . , Tn and
λn
1 , λ

n
2 , λ

n
3 for all n ∈ N. It is obvious that Sn and Un,k are nonexpansive for

every n ≥ k if Tn is nonexpansive. We will use the following lemma for this paper.
The method of our proof is similar to that of [25].

Lemma 3.4. Let C be a closed convex subset of a real Hilbert space H. Let {Tn}
be a sequence of nonexpansive mappings with ∩∞

i=1F (Ti) is nonempty. Let {λn
i :

i = 1, 2, 3} be real numbers in (0, 1) such that λn
1 + λn

2 + λn
3 = 1 and λn

3 ≥ a > 0
for all n ∈ N. Then the sequence {Sn} of S-mapping defined by (3.23) satisfies the
AKTT-condition (II) and hence it also satisfies the NST-condition.
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Proof. We shall show that {Sn} of S-mapping defined by (3.23) satisfies the
AKTT-condition (II). To this end, we show that there is a nonexpansive mapping
S : C → C such that Sx = limn→∞ Snx for all x ∈ C and F (S) = ∩∞

n=1F (Tn).
Let x ∈ C and w ∈ ∩∞

n=1F (Tn). Then Uj,kw = w for all i, j ∈ N. Without loss of
generality, we may assume x ̸= w. Fix k ∈ N. Then, for any n ∈ N with n ≥ k, we
obtain

∥Un+1,kx− Un,kx∥
= ∥λk

1(TkUn+1,k+1x− TkUn,k+1x) + λk
2(Un+1,k+1x− Un,k+1x)∥

≤ λk
1∥TkUn+1,k+1x− TkUn,k+1x∥+ λk

2∥Un+1,k+1x− Un,k+1x∥
≤ λk

1∥Un+1,k+1x− Un,k+1x∥+ λk
2∥Un+1,k+1x− Un,k+1x∥

= (1− λk
3)∥Un+1,k+1x− Un,k+1x∥

≤ (1− λk
3)(λ

k+1
1 ∥Tk+1Un+1,k+2x− Tk+1Un,k+2x∥+ λk+1

2 ∥Un+1,k+2x− Un,k+2x∥)
≤ (1− λk

3)(1− λk+1
3 )∥Un+1,k+2x− Un,k+2x∥

...

≤
n∏

i=k

(1− λi
3)∥Un+1,n+1x− Un,n+1x∥

≤
n∏

i=k

(1− λi
3)(∥Un+1,n+1x− w∥+ ∥Un,n+1x− w∥)

≤ 2
n∏

i=k

(1− λi
3)∥x− w∥.

Let ε > 0. Then there exists n0 ∈ N with n0 ≥ k such that

∞∑
j=n0

(1− a)j−k+1 <
ε

2∥x− w∥
.

It follows from λn
3 ≥ a > 0 for every n ∈ N that for every m,n with m > n > n0,

we obtain

∥Um,kx− Un,kx∥ ≤
m−1∑
j=n

∥Uj+1,kx− Uj,kx∥

≤
m−1∑
j=n

{
2

(
j∏

i=k

(1− λi
3)

)
∥x− w∥

}

≤ 2∥x− w∥
m−1∑
j=n

(1− a)j−k+1

< ϵ.
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Then {Un,kx} is a Cauchy sequence, and hence limn→∞ Un,kx exists.
For k ∈ N, we define nonexpansive mappings U∞,k and S of C into itself as

follows:

U∞,kx := lim
n→∞

Un,kx

and

Sx := lim
n→∞

Snx = lim
n→∞

Un,1x

for every x ∈ C. It is easy to see that ∩∞
n=1F (Tn) ⊂ F (S). Next, we shall show

that

F (S) ⊂ ∩∞
n=1F (Tn).

Let x ∈ F (S) and y ∈ ∩∞
n=1F (Tn). Then we obtain

∥Snx− Sny∥ = ∥Un,1x− Un,1y∥
≤ λ1

1∥T1Un,2x− T1Un,2y∥+ λ1
2∥Un,2x− Un,2y∥+ λ1

3∥x− y∥
= (1− λ1

3)∥Un,2x− Un,2y∥+ λ1
3∥x− y∥

...

≤
k−1∏
i=1

(1− λi
3)∥Un,kx− Un,ky∥+

(
1−

k−1∏
i=1

(1− λi
3)

)
∥x− y∥

...

≤
n∏

i=1

(1− λi
3)∥Un,n+1x− Un,n+1y∥+

(
1−

n∏
i=1

(1− λi
3)

)
∥x− y∥

= ∥x− y∥.

So, we have, as n → ∞,

∥x− y∥ = ∥Sx− Sy∥

≤
k−1∏
i=1

(1− λi
3)∥U∞,kx− U∞,ky∥+

(
1−

k−1∏
i=1

(1− λi
3)

)
∥x− y∥

≤ ∥x− y∥.

Therefore,
∥U∞,k+1x− y∥ = ∥U∞,kx− U∞,ky∥ = ∥x− y∥.

Since Un,k = λk
1TkUn,k+1 + λk

2Un,k+1 + λk
3I, we get

∥λk
1(TkU∞,k+1x− y) + λk

2(U∞,k+1x− y) + λk
3(x− y)∥ = ∥x− y∥. (3.24)
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It is easy to see that

∥TkU∞,k+1x− y∥ ≤ ∥U∞,k+1x− y∥ ≤ ∥x− y∥. (3.25)

From (3.24), (3.25) and since λk
i > 0, it follows that

∥TkU∞,k+1x− x∥ = 0 = ∥U∞,k+1x− x∥.

That is, TkU∞,k+1x = x and U∞,k+1x = x. Therefore Tkx = x. This implies that
x ∈ ∩∞

n=1F (Tn) and hence F (S) = ∩∞
n=1F (Tn).

Using Theorem 3.1 and Lemma 3.4, we get the following result.

Theorem 3.5. Let C be a closed convex subset of a real Hilbert space H and let
φ : C × C → R be a bifunction satisfying the conditions (A1)-(A4). Let A be an
α-inverse-strongly monotone mapping of C into H and let {Tn} be a sequence of
nonexpansive mappings of C into itself such that F := ∩∞

n=1F (Tn)∩EP (φ,A) ̸= ∅.
For given x1 ∈ C arbitrary, let the sequences {un}, {yn} and {xn} be generated
iteratively by

φ(un, y) + ⟨Axn, y − un⟩+ 1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un),
xn+1 = βnyn + (1− βn)Snyn, ∀n ∈ N,

where Sn is the S-mapping defined by (3.23), {rn} ⊂ [a, b] for some a, b ∈ (0, 2α),
and {αn}, {βn} ⊂ (0, 1). Assume in addition that

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.

Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F.

If λn
2 ≡ 0 in (3.23), then Sn ≡ Wn which is called the W -mapping defined by

Takahashi [23] (see also [24, 25]) and we get the following corollary.

Corollary 3.6. Let C be a closed convex subset of a real Hilbert space H and let
φ : C × C → R be a bifunction satisfying the conditions (A1)-(A4). Let A be an
α-inverse-strongly monotone mapping of C into H and let {Tn} be a sequence of
nonexpansive mappings of C into itself such that F := ∩∞

n=1F (Tn)∩EP (φ,A) ̸= ∅.
For given x1 ∈ C arbitrary, let the sequences {un}, {yn} and {xn} be generated
iteratively by

φ(un, y) + ⟨Axn, y − un⟩+ 1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un),
xn+1 = βnyn + (1− βn)Wnyn, ∀n ∈ N,

where Wn is the W -mapping, {rn} ⊂ [a, b] for some a, b ∈ (0, 2α), and {αn}, {βn} ⊂
(0, 1). Assume in addition that
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(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.

Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F.

Proof. As in the proof of [25, Lemmas 3.2 and 3.3], we get that {Wn} satisfies the
NST-condition and the proof is finished by using Theorem 3.1.

Consequently, we can generate a sequence {Sn} of nonexpansive mappings
satisfying NST-condition by using convex combination of a general sequence {Tn}
of nonexpansive mappings with a common fixed point.

Theorem 3.7. Let C be a closed convex subset of a real Hilbert space H and let
φ : C × C → R be a bifunction satisfying the conditions (A1)-(A4). Let A be
an α-inverse-strongly monotone mapping of C into H and let {γk

n} be a family of
nonnegative real numbers where n, k ∈ N with k ≤ n. Let {Tn} be a sequence of
nonexpansive mappings of C into itself such that F := ∩∞

n=1F (Tn)∩EP (φ,A) ̸= ∅.
For given x1 ∈ C arbitrary, let the sequences {un}, {yn} and {xn} be generated
iteratively by

φ(un, y) + ⟨Axn, y − un⟩+ 1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un),
xn+1 = βnyn + (1− βn)

∑n
k=1 γ

k
nTkyn, ∀n ∈ N,

where {rn} ⊂ [a, b] for some a, b ∈ (0, 2α) and {αn}, {βn} ⊂ (0, 1). Assume in
addition that

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;

(iii) limn→∞ γk
n > 0, ∀k ∈ N,

∑n
k=1 γ

k
n = 1, ∀n ∈ N;

(iv)
∑∞

n=1

∑n
k=1 |γk

n+1 − γk
n| < ∞.

Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F.

Proof. In Theorem 3.1, put Sn =
∑n

k=1 γ
k
nTk. As in [7, Theorem 4.1] and Lemma

2.6, we obtain that {Tn} satisfies the NST-condition and the desired result.

Using Theorem 3.1 and [11, Lemma 3.2 (i)], we obtain the following result.

Corollary 3.8. Let C be a closed convex subset of a real Hilbert space H and let
φ : C × C → R be a bifunction satisfying the conditions (A1)-(A4). Let A be an
α-inverse-strongly monotone mapping of C into H. Let S and T be nonexpansive
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mappings of C into itself such that F := F (S) ∩ F (T ) ∩EP (φ,A) ̸= ∅. For given
x1 ∈ C arbitrary, let the sequences {un}, {yn} and {xn} be generated iteratively by

φ(un, y) + ⟨Axn, y − un⟩+ 1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un),
xn+1 = βnyn + (1− βn)(γnS + (1− γn)T )yn, ∀n ∈ N,

where {rn} ⊂ [a, b] for some a, b ∈ (0, 2α) and {αn}, {βn}, {γn} ⊂ (0, 1). Assume
in addition that

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;

(iii) 0 < lim infn→∞ γn ≤ lim supn→∞ γn < 1.

Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F.

If we put Tn = T and use Theorem 3.1, then we get the following result.

Corollary 3.9. Let C be a closed convex subset of a real Hilbert space H and let
φ : C × C → R be a bifunction satisfying the conditions (A1)-(A4). Let A be an
α-inverse-strongly monotone mapping of C into H and let T be a nonexpansive
mapping of C into itself such that F (T ) ∩ EP (φ,A) ̸= ∅. For given x1 ∈ C
arbitrary, let the sequences {un}, {yn} and {xn} be generated iteratively by

φ(un, y) + ⟨Axn, y − un⟩+ 1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un),
xn+1 = βnyn + (1− βn)Tyn, ∀n ∈ N,

where {rn} ⊂ [a, b] for some a, b ∈ (0, 2α) and {αn}, {βn} ⊂ (0, 1). Assume in
addition that

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.

Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F (T ) ∩ EP (φ,A).

If we put φ ≡ 0 and A ≡ 0 and use Theorem 3.1, then we get the following
result.

Corollary 3.10. Let C be a closed convex subset of a real Hilbert space H and
let {Tn} be a sequence of nonexpansive mappings of C into itself such that F :=
∩∞
n=1F (Tn) ̸= ∅. Let x1 ∈ C be chosen arbitrary. Let {xn} and {yn} be sequences

of C defined as follows:{
yn = PC((1− αn)xn),
xn+1 = βnyn + (1− βn)Tnyn, ∀n ∈ N,

where {αn}, {βn} ⊂ (0, 1) satisfy the following conditions:
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(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.

Then {xn} and {yn} converge strongly to the common minimum-norm element of
F .

Remark 3.11. Corollary 3.10 extends and improves [2, Corollary 3.2] by setting
Tn ≡ Wn, the W -mapping.

If Tn ≡ T in Corollary 3.10, then we get the following result.

Corollary 3.12 ([3, Thoerem 3.1]). Let C be a closed convex subset of a real
Hilbert space H and let T be a nonexpansive mapping of C into itself such that
F (T ) ̸= ∅. Let {αn} and {βn} be sequences in (0, 1) satisfy the following condi-
tions:

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.

Then {xn} and {yn} defined by (1.5) converge strongly to the minimum-norm
element of F (T ).

Remark 3.13. Since the scheme (1.5) and the scheme (1.8) are equivalent, Our
Corollary 3.12 extends and improves [1, Theorem 3.2] in the following ways:

(i) The closed convex cone (αx ∈ C for all x ∈ C and α ≥ 0) imposed on C is
replaced by the more general closed convex.

(ii) The restriction βn ≡ β ∈ (0, 1) is weakened and replaced by {βn} ⊂ (0, 1)
with 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.

Finally, we relax the scheme (3.1) to the iterative scheme with perturbations
which is related to Yao and Shahzad [21].

Theorem 3.14. Let C be a closed convex subset of a real Hilbert space H and
let φ : C × C → R be a bifunction satisfying conditions (A1)-(A4). Let A be
an α-inverse-strongly monotone mapping of C into H and let {Tn} be a sequence
of nonexpansive mappings of C into itself satisfying the NST-condition and F :=
∩∞
n=1F (Tn) ∩ EP (φ,A) ̸= ∅. For given x1 ∈ C arbitrary, let the sequences {un},

{yn} and {xn} be generated iteratively by
φ(un, y) + ⟨Axn, y − un⟩+ 1

rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un + en),
xn+1 = βnyn + (1− βn)Tnyn, ∀n ∈ N,

where {rn} ⊂ [a, b] for some a, b ∈ (0, 2α), {αn}, {βn} ⊂ (0, 1), and the computa-
tion error sequence {en} in H. Assume in addition that

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;
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(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;

(iii)
∑∞

n=1 ∥en∥ < ∞ or limn→∞
∥en∥
αn

= 0.

Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F.

Proof. Let {ûn}, {ŷn} and {x̂n} be sequences of C defined as follows:
x̂1 = x1 ∈ C,
φ(ûn, y) + ⟨Ax̂n, y − ûn⟩+ 1

rn
⟨y − ûn, ûn − x̂n⟩ ≥ 0, ∀y ∈ C,

ŷn = PC((1− αn)ûn),
x̂n+1 = βnŷn + (1− βn)Tnŷn, ∀n ∈ N.

Using Theorem 3.1, we get that {ûn}, {ŷn} and {x̂n} converge strongly to w,
the common minimum-norm point of F. Notice that un ≡ Trn(I − rnA)xn and
ûn ≡ Trn(I − rnA)x̂n. Then

∥ûn − un∥ ≤ ∥x̂n − xn∥

and so

∥x̂n+1 − xn+1∥ ≤ βn∥ŷn − yn∥+ (1− βn)∥Tnŷn − Tnyn∥
≤ ∥ŷn − yn∥
≤ (1− αn)∥ûn − un∥+ ∥en∥
≤ (1− αn)∥x̂n − xn∥+ ∥en∥.

By Lemma 2.1, we get x̂n −xn → 0. It follows that {un}, {yn} and {xn} converge
strongly to w as desired.

4 Applications

From now on, we apply the proposed methods for approximating the minimum-
norm solution of the problem of finding a common zeros of a family of maximal
monotone operators, the common minimizer problem and the multiple-sets split
feasibility problem. In view of a unified treatment of considered examples, we give
some additional preliminaries.

Lemma 4.1 ([14, Lemma 2.10]). Let C and K be closed convex subsets of a real
Hilbert space H. Let {Tn} be a family of nonexpansive mappings of C into K and
F (T ) := ∩∞

n=1F (Tn) ̸= ∅ and let {Rn} be a family of nonexpansive mappings of
K into C with F (R) := ∩∞

n=1F (Rn) ̸= ∅ and

∥Rnx− z∥2 ≤ ∥x− z∥2 − an∥Rnx− x∥2, ∀x ∈ K, z ∈ F (R) and n ∈ N,

where {an} is a sequence in [a,∞) ⊂ (0,∞) which includes a family of firmly
nonexpansive mappings as a special case. Let {Vn} be a family of mappings defined
by

Vn = TnRn, ∀n ∈ N.
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If {Tn} and {Rn} satisfy the NST-condition and F (T ) ∩ F (R) ̸= ∅, then {Vn} is
a family of nonexpansive mappings of K into itself satisfying the NST-condition
and

∩∞
n=1 F (Vn) = F (T ) ∩ F (R).

4.1 The common zeros of maximal monotone operators

We first consider the problem of finding a zero of a maximal monotone operator
which plays an important role in many branches of applied sciences. One of inter-
esting methods for solving this problem is the proximal point method which has
been studied and developed by many researchers (see [9, 49, 50, 51, 44, 52]).

An operator B : H → 2H is said to be a monotone operator on H if

⟨x− y, x′ − y′⟩ ≥ 0, ∀x, y ∈ dom(B), x′ ∈ Bx and y′ ∈ By

where 2H denotes the set of all subsets of H and dom(B) is the effective domain
of B, that is, dom(B) = {x ∈ H : Bx ̸= ∅}. A monotone operator B on H is
said to be maximal if its graph is not properly contained in the graph of any other
monotone operator B′ on H. See more detail about maximal monotone operators
in Takahashi’s book [44].

To deal with a maximal monotone operator, the concept of the resolvent is
introduced and it plays an important role in our problem. Let B be a maximal
monotone operator on H and λ > 0, the resolvent of B for λ denoted by JB

λ , is
a mapping of H into dom(B) given by JB

λ x = (I + λB)−1x for all x ∈ H. It is
known that the resolvent JB

λ is firmly nonexpansive and F (JB
λ ) = B−10 := {x ∈

H : 0 ∈ Bx}.
Using theorems of the previous sections we will prove a strong convergence

theorem to the common minimum-norm element of the set of solutions of the
problem of finding a zero of a maximal monotone operator, the set of solutions
of the equilibrium problem and the set of fixed points of a countable family of
nonexpansive mappings in a Hilbert space. To this end, we need the following
lemma.

Lemma 4.2 ([9, Lemma 5.1] and [50, Lemma 3.4]). Let B be a maximal monotone
operator on H with B−10 ̸= ∅. Assume that {λn} is a sequence in [c,∞) for
some c > 0. Then {JB

λn
} is a sequence of firmly nonexpansive mappings with

F (JB
λn

) = B−10 for all n ∈ N and satisfies the NST-condition.

Theorem 4.3. Let C be a closed convex subset of a real Hilbert space H and let φ :
C×C → R be a bifunction satisfying conditions (A1)-(A4). Let A be an α-inverse-
strongly monotone mapping of C into H and let B be a maximal monotone operator
on H with dom(B) ⊂ C. Let {Tn} be a sequence of nonexpansive mappings of C
into itself satisfying the NST-condition and F := ∩∞

n=1F (Tn)∩EP (φ,A)∩B−10 ̸=
∅. For given x1 ∈ C arbitrary, let the sequences {un}, {yn} and {xn} be generated
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iteratively by
φ(un, y) + ⟨Axn, y − un⟩+ 1

rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un + en),
xn+1 = βnyn + (1− βn)TnJ

B
λn

yn, ∀n ∈ N,

where {rn} ⊂ [a, b] for some a, b ∈ (0, 2α), {λn} ⊂ [c,∞) for some c > 0,
{αn}, {βn} ⊂ (0, 1), and the computation error sequence {en} ⊂ H. Assume
in addition that

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;

(iii)
∑∞

n=1 ∥en∥ < ∞ or limn→∞
∥en∥
αn

= 0.

Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F.

Proof. Let Vn ≡ TnJ
B
λn

. By Lemmas 4.1 and 4.2, we have that {Vn} is a family of
nonexpansive mappings with

∩∞
n=1 F (Vn) =

∩∞
n=1 F (Tn) ∩ Ω. Applying Theorem

3.1, we obtain the result.

If Tn is the identity mapping in Theorem 4.3, then we get the following result.

Corollary 4.4. Let C be a closed convex subset of a real Hilbert space H and let
φ : C × C → R be a bifunction satisfying conditions (A1)-(A4). Let A be an α-
inverse-strongly monotone mapping of C into H and let B be a maximal monotone
operator on H such that dom(B) ⊂ C and F := EP (φ,A) ∩B−10 ̸= ∅. For given
x1 ∈ C arbitrary, let the sequences {un}, {yn} and {xn} be generated iteratively
by 

φ(un, y) + ⟨Axn, y − un⟩+ 1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un + en),
xn+1 = βnyn + (1− βn)J

B
λn

yn, ∀n ∈ N,

where {rn} ⊂ [a, b] for some a, b ∈ (0, 2α), {λn} ⊂ [c,∞) for some c > 0,
{αn}, {βn} ⊂ (0, 1), and the computation error sequence {en} ⊂ H. Assume
in addition that

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;

(iii)
∑∞

n=1 ∥en∥ < ∞ or limn→∞
∥en∥
αn

= 0.

Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F.

If φ ≡ 0 and A ≡ 0 in Corollary 4.4, then we get the following result.
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Corollary 4.5. Let B be a maximal monotone operator on a Hilbert space H such
that B−10 ̸= ∅. For given x1 ∈ H arbitrary, let the sequences {xn} and {yn} be
generated iteratively by{

yn = (1− αn)xn + en,
xn+1 = βnyn + (1− βn)J

B
λn

yn, ∀n ∈ N,

where {λn} ⊂ [c,∞) for some c > 0, {αn}, {βn} ⊂ (0, 1), and the computation
error sequence {en} ⊂ H. Assume in addition that

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;

(iii)
∑∞

n=1 ∥en∥ < ∞ or limn→∞
∥en∥
αn

= 0.

Then {xn} and {yn} converge strongly to the common minimum-norm element of
F.

Next we consider a more general problem. We present strong convergence
theorems to the common minimum-norm element of the set of solutions of the
problem of finding a common zeros of a family of maximal monotone operators,
the set of solutions of the equilibrium problem and the set of fixed points of a
countable family of nonexpansive mappings in a Hilbert space.

Using Theorem 3.5, we have the following theorem.

Theorem 4.6. Let C be a closed convex subset of a real Hilbert space H and
let φ : C × C → R be a bifunction satisfying conditions (A1)-(A4). Let A be an
α-inverse-strongly monotone mapping of C into H and let {Bn} be a family of
maximal monotone operators on H with dom(Bn) ⊂ C. Let {Tn} be a sequence of
nonexpansive mappings of C into itself such that F := ∩∞

n=1F (Tn) ∩ EP (φ,A) ∩(
∩∞
n=1B

−1
n 0

)
̸= ∅. For given x1 ∈ C arbitrary, let the sequences {un}, {yn} and

{xn} be generated iteratively by
φ(un, y) + ⟨Axn, y − un⟩+ 1

rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un + en),
xn+1 = βnyn + (1− βn)Snyn, ∀n ∈ N,

where Sn is the S-mapping generated by T1J
B1

λ1
, T2J

B2

λ2
, . . . , TnJ

Bn

λn
and λn

1 , λ
n
2 , λ

n
3

for all n ∈ N, {rn} ⊂ [a, b] for some a, b ∈ (0, 2α), {λn} ⊂ (0,∞), {αn}, {βn} ⊂
(0, 1), and the computation error sequence {en} ⊂ H. Assume in addition that

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;

(iii)
∑∞

n=1 ∥en∥ < ∞ or limn→∞
∥en∥
αn

= 0.

Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F.
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If Tn is the identity mapping in Theorem 4.6, then we get the following corol-
lary.

Corollary 4.7. Let C be a closed convex subset of a real Hilbert space H and
let φ : C × C → R be a bifunction satisfying conditions (A1)-(A4). Let A be
an α-inverse-strongly monotone mapping of C into H and let {Bn} be a family
of maximal monotone operators on H with dom(Bn) ⊂ C and F := EP (φ,A) ∩(
∩∞
n=1B

−1
n 0

)
̸= ∅. For given x1 ∈ C arbitrary, let the sequences {un}, {yn} and

{xn} be generated iteratively by
φ(un, y) + ⟨Axn, y − un⟩+ 1

rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un + en),
xn+1 = βnyn + (1− βn)Snyn, ∀n ∈ N,

where Sn is the S-mapping generated by JB1

λ1
, JB2

λ2
, . . . , JBn

λn
and λn

1 , λ
n
2 , λ

n
3 for all

n ∈ N, {rn} ⊂ [a, b] for some a, b ∈ (0, 2α), {λn} ⊂ [c,∞) for some c > 0,
{αn}, {βn} ⊂ (0, 1), and the computation error sequence {en} ⊂ H. Assume in
addition that

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;

(iii)
∑∞

n=1 ∥en∥ < ∞ or limn→∞
∥en∥
αn

= 0.

Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F.

Using Theorem 3.7, we have the following theorem.

Theorem 4.8. Let C be a closed convex subset of a real Hilbert space H and let
φ : C × C → R be a bifunction satisfying the conditions (A1)-(A4). Let A be an
α-inverse-strongly monotone mapping of C into H and let {Bn} be a family of
maximal monotone operators on H with dom(Bn) ⊂ C. Let {γk

n} be a family of
nonnegative real numbers where n, k ∈ N with k ≤ n. Let {Tn} be a sequence of
nonexpansive mappings of C into itself such that F := ∩∞

n=1F (Tn) ∩ EP (φ,A) ∩(
∩∞
n=1B

−1
n 0

)
̸= ∅. For given x1 ∈ C arbitrary, let the sequences {un}, {yn} and

{xn} be generated iteratively by
φ(un, y) + ⟨Axn, y − un⟩+ 1

rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un + en),

xn+1 = βnyn + (1− βn)
∑n

k=1 γ
k
nTkJ

Bk

λk
yn, ∀n ∈ N,

where {rn} ⊂ [a, b] for some a, b ∈ (0, 2α), {λn} ⊂ (0,∞) and {αn}, {βn} ⊂ (0, 1).
Assume in addition that

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;
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(iii) limn→∞ γk
n > 0, ∀k ∈ N,

∑n
k=1 γ

k
n = 1 ∀n ∈ N;

(iv)
∑∞

n=1

∑n
k=1 |γk

n+1 − γk
n| < ∞.

Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F.

4.2 The common minimizer problem

Let C be a closed convex subset of a real Hilbert space H and let f be a contin-
uously differentiable and convex function on C. The minimizer problem is to find
x∗ ∈ C such that

f(x∗) = min
x∈C

f(x). (4.1)

For more details, see [53, 54]. Denote the solution set of (4.1) by Ω(C, f). It is
known that Ω(C, f) = V I(C,∇f), where ∇f denotes the gradient of f (see, e.g.,
[53, Proposition 3.1]), that is,

x∗ ∈ Ω(C, f) ⇔ ⟨∇f(x∗), x− x∗⟩ ≥ 0, ∀x ∈ C.

If the gradient ∇f is L-Lipschitzian on C, then ∇f is 1/L-inverse-strongly mono-
tone mapping.

Lemma 4.9 ([47, Lemma 2.3] and [48, Lemma 4.14]). Let C be a closed convex
subset of a real Hilbert space H. Let α > 0 and let A be an α-inverse-strongly
monotone mapping of C into H with V I(C,A) ̸= ∅. Then

∥PC(I − λA)x− z∥2 ≤ ∥x− z∥2 − 2α− λ

2α
∥PC(I − λA)x− x∥2

for all λ > 0, x ∈ C and z ∈ V I(C,A). Furthermore, if {λn} is a sequences
in [c, d] for some c, d ∈ (0, 2α), then {PC(I − λnA)} is a family of nonexpansive
mapping of C into itself satisfying the NST-condition.

Using Theorem 3.1, Lemma 4.1 and Lemma 4.9, we have the following theorem.

Theorem 4.10. Let C be a closed convex subset of a real Hilbert space H and
let φ : C × C → R be a bifunction satisfying conditions (A1)-(A4). Let A be
an α-inverse-strongly monotone mapping of C into H and f be a continuously
differentiable and convex function on C and its gradient ∇f be L-Lipschitzian.
Let {Tn} be a sequence of nonexpansive mappings of C into itself satisfying the
NST-condition and F := ∩∞

n=1F (Tn)∩EP (φ,A)∩Ω(C, f) ̸= ∅. For given x1 ∈ C
arbitrary, let the sequences {un}, {yn} and {xn} be generated iteratively by

φ(un, y) + ⟨Axn, y − un⟩+ 1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un),
xn+1 = βnyn + (1− βn)TnPC(yn − λn∇f(yn)), ∀n ∈ N,

where {rn} ⊂ [a, b] for some a, b ∈ (0, 2α), {λn} ⊂ [c, d] for some c, d ∈ (0, 2/L),
and {αn}, {βn} ⊂ (0, 1) satisfying the following conditions:
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(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.

Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F.

Remark 4.11. Theorem 4.10 extends and improves [1, Theorem 4.1].

Next we consider a more general problem. Let C be a closed convex subset of a
real Hilbert spaceH and let {Cn} be a sequence of nonempty closed convex subsets
of C with

∩∞
n=1 Cn ̸= ∅. Let {fn} be a sequence of continuously differentiable

and convex functions on C. The common minimizer problem [54] is to find x∗ ∈
∩∞
n=1Cn such that

fn(x
∗) = min

x∈Cn

fn(x), ∀n ∈ N. (4.2)

Denote the solution set of (4.2) by Ω, that is, Ω = ∩∞
n=1Ω(Cn, fn). In [54], the

problem was studied when {Cn}Nn=1 is a finite family of closed convex subsets of

H with
∩N

n=1 Cn ̸= ∅ and {fn}Nn=1 is a finite family of continuously differentiable
convex functions on C. Obviously, if N = 1 then the problem is nothing but the
well-known minimizer problem.

The following theorems give a strong convergence theorem to the common
minimum-norm element of the set of solutions of the common minimizer problem,
the set of solutions of the equilibrium problem and the set of fixed points of a
countable family of nonexpansive mappings in a Hilbert space by using Theorems
3.5 and 3.7, respectively.

Theorem 4.12. Let C be a closed convex subset of a real Hilbert space H and let
{Cn} be a sequence of nonempty closed convex subsets of C with

∩∞
n=1 Cn ̸= ∅.

Let {fn} be a sequence of continuously differentiable and convex functions on C
with Ω ̸= ∅ and its gradient ∇fn be L-Lipschitzian. Let φ : C × C → R be
a bifunction satisfying conditions (A1)-(A4) and let A be an α-inverse-strongly
monotone mapping of C into H. Let {Tn} be a sequence of nonexpansive mappings
of C into itself such that F := ∩∞

n=1F (Tn) ∩EP (φ,A) ∩Ω ̸= ∅. For given x1 ∈ C
arbitrary, let the sequences {un}, {yn} and {xn} be generated iteratively by

φ(un, y) + ⟨Axn, y − un⟩+ 1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un),
xn+1 = βnyn + (1− βn)Snyn, ∀n ∈ N,

(4.3)

where Sn is the S-mapping generated by T1PC1(I−γ1∇f1), T2PC2(I−γ2∇f2), . . . ,
TnPCn(I − γn∇fn) and λn

1 , λ
n
2 , λ

n
3 for all n ∈ N, {rn} ⊂ [a, b] for some a, b ∈

(0, 2α), {λn} ⊂ (0, 2/L), and {αn}, {βn} ⊂ (0, 1) satisfying the following condi-
tions:

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.
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Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F.

Theorem 4.13. Let C be a closed convex subset of a real Hilbert space H and let
{Cn} be a sequence of nonempty closed convex subsets of C with

∩∞
n=1 Cn ̸= ∅.

Let {fn} be a sequence of continuously differentiable and convex functions on C
with Ω ̸= ∅ and its gradient ∇fn be L-Lipschitzian. Let φ : C × C → R be
a bifunction satisfying conditions (A1)-(A4) and let A be an α-inverse-strongly
monotone mapping of C into H. Let {Tn} be a sequence of nonexpansive mappings
of C into itself such that F := ∩∞

n=1F (Tn) ∩EP (φ,A) ∩Ω ̸= ∅. For given x1 ∈ C
arbitrary, let the sequences {un}, {yn} and {xn} be generated iteratively by

φ(un, y) + ⟨Axn, y − un⟩+ 1
rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un),
xn+1 = βnyn + (1− βn)

∑n
k=1 γ

k
nTkPCk

(yn − λk∇fkyn), ∀n ∈ N,
(4.4)

where {rn} ⊂ [a, b] for some a, b ∈ (0, 2α), {λn} ⊂ (0, 2/L), and {αn}, {βn} ⊂
(0, 1). Assume in addition that

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1;

(iii) limn→∞ γk
n > 0, ∀k ∈ N,

∑n
k=1 γ

k
n = 1, ∀n ∈ N;

(iv)
∑∞

n=1

∑n
k=1 |γk

n+1 − γk
n| < ∞.

Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F.

4.3 The multiple-sets split feasibility problem

We first consider the split feasibility problem. Let C and Q be nonempty closed
convex subsets of real Hilbert spaces H1 and H2, respectively. Let Ψ : H1 → H2

be a linear bounded operator. The split feasibility problem [55] is to find a point
x∗ satisfying the property:

x∗ ∈ C and Ψx∗ ∈ Q. (4.5)

Denote the solution set of (4.5) by Υ(C,Q,Ψ). Various iterative schemes have
been invented to solve it (see [56, 57, 58, 59] and reference therein). For example,
Byrne [56] introduced the following iterative scheme: x1 ∈ C and

xn+1 = PC((I − λΨ∗(I − PQ)Ψ))xn, ∀n ∈ N, (4.6)

where 0 < λ < 2ρ(ΨΨ∗) and ρ(ΨΨ∗) denotes the spectral radius of the self-adjoint
operator ΨΨ∗. He proved that {xn} converges weakly to a solution of Υ. In 2010,
Wang and Xu [58] extended the iterative scheme (4.6) to strongly convergence
theorem for finding a minimum-norm solution Υ(C,Q,Ψ) as follows: x1 ∈ C and

xn+1 = PC((1− αn)(I − λΨ∗(I − PQ)Ψ))xn, ∀n ∈ N,
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where {αn} is a sequence in (0, 1) satisfying limn→∞ αn = 0,
∑∞

n=1 αn = ∞, and∑∞
n=1 |αn+1 − αn| < ∞ or limn→∞

αn

αn+1
= 1.

Notice that the split feasibility problem is equivalent to the minimizer problem
by setting f to be the proximity function defined by

f(x) =
1

2
∥Ψx− PQΨx∥2.

Therefore, x∗ ∈ Υ(C,Ψ) if and only if x∗ solves the minimizer problem

f(x∗) = min
x∈C

f(x) = min
x∈C

1

2
∥Ψx− PQΨx∥2 = 0.

Moreover, it is known [57, Lemma 8.1] that ∇f = Ψ∗(I − PQ)Ψ is ρ(ΨΨ∗)-
Lipschitzian.

Now, we give an application of Theorem 4.10 as follows:

Theorem 4.14. Let C and Q be nonempty closed convex subsets of real Hilbert
spaces H1 and H2, respectively. Let Ψ : H1 → H2 be a linear bounded operator.
Let φ : C × C → R be a bifunction satisfying conditions (A1)-(A4) and let A be
an α-inverse-strongly monotone mapping of C into H1. Let {Tn} be a sequence
of nonexpansive mappings of C into itself satisfying the NST-condition and F :=
∩∞
n=1F (Tn) ∩ EP (φ,A) ∩ Υ(C,Q,Ψ) ̸= ∅. For given x1 ∈ C arbitrary, let the

sequences {un}, {yn} and {xn} be generated iteratively by
φ(un, y) + ⟨Axn, y − un⟩+ 1

rn
⟨y − un, un − xn⟩ ≥ 0, ∀y ∈ C,

yn = PC((1− αn)un),
xn+1 = βnyn + (1− βn)TnPC((yn − λnΨ

∗(I − PQ)Ψyn)), ∀n ∈ N,

where {rn} ⊂ [a, b] for some a, b ∈ (0, 2α), {λn} ⊂ [c, d] for some c, d ∈ (0, 2ρ(ΨΨ∗)),
and {αn}, {βn} ⊂ (0, 1) satisfying the following conditions:

(i) limn→∞ αn = 0,
∑∞

n=1 αn = ∞;

(ii) 0 < lim infn→∞ βn ≤ lim supn→∞ βn < 1.

Then {un}, {yn} and {xn} converge strongly to the common minimum-norm ele-
ment of F.

Remark 4.15. Theorem 4.14 extends and improves [1, Theorem 4.2].

Next we consider a more general problem. Let {Cn} and {Qn} be two families
of nonempty closed convex subsets of real Hilbert spaces H1 and H2, respectively.
Let Ψ : H1 → H2 be a linear bounded operator. The multiple-sets split feasibility
problem [60] is to find a point x∗ satisfying the property:

x∗ ∈ ∩∞
n=1Cn and Ψx∗ ∈ ∩∞

n=1Qn. (4.7)
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Denote the solution set of (4.7) by Υ (see also [61, 62]). Notice that the multiple-
sets split feasibility problem is equivalent to the common minimizer problem by
setting each fn to be the proximity function defined by

fn(x) =
1

2
∥Ψx− PQnΨx∥2. (4.8)

Let us observe that in the special case of Theorems 4.12 and 4.13 when each fn
defined by (4.8), the iterative methods (4.3) and (4.4) converge strongly to converge
strongly to the common minimum-norm point of F = ∩∞

n=1F (Tn)∩EP (φ,A)∩Υ,
respectively.
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