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Abstract : The main purpose of the present paper is to derive some inclu-
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1 Introduction

Let ω denote the space of all scalar sequences and any subspace of ω is called
a sequence space. Let ℓ∞, c and c0 be the linear space of bounded, convergent and
null sequences with complex terms respectively, normed by

‖x‖∞ = sup
k

|xk|

where k ∈ N = {1, 2, 3, ...} the set of positive intigers.
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The idea of difference sequence space was first introduced by Kizmaz [1] by
defining the sequence space

X(∆) = {x = (xk) : ∆x ∈ X} (1.1)

for X = ℓ∞, c and c0, where ∆x = (xk −xk+1). Then Et and Colak [2] generalized
the above sequence spaces to the sequence spaces

X(∆r) = {x = (xk) : ∆rx ∈ X} (1.2)

where r ∈ N, ∆0x = (xk), ∆rx = (∆r−1xk − ∆r−1xk+1) and

∆rxk =

r
∑

ν=0

(−1)ν

(

r

ν

)

xk+ν .

The generalized de la Vallee-Poussin mean is defined by

tn(x) =
1

λn

∑

k∈In

xk (1.3)

where λ = (λk) is a non decreasing sequence of positive numbers satisfying λn+1 ≤
λn + 1 , λ1 = 1, λn → ∞ as n → ∞ and In = [n − λn + 1, n].

A sequence x = (xk) is said to be (V, λ)-summable to a number L if tn(x) → L
as n → ∞. If λn = n, then (V, λ)-summability is reduced to (C, 1)-summability.
The set of sequences x = (xk) which are strongly almost (V, λ)-summable was
defined by Savas [3] such as

[V, λ] =

{

x = (xk) : lim
n→∞

1

λn

∑

k∈In

|xk − L| = 0, for some L

}

.

Then, Et and Bektas [4] defined the sequence spaces (C, 1)(∆m), [C, 1](∆m),
(V, λ)(∆m) and [V, λ](∆m) and studied their various topological properties by
using Orlicz functions. The spaces considered by them are as follows:

(C, 1)(∆m) =

{

x ∈ ω : lim
n→∞

1

n

n
∑

k=1

(∆mxk − L) = 0, for some L

}

,

[C, 1](∆m) =

{

x ∈ ω : lim
n→∞

1

n

n
∑

k=1

|∆mxk − L| = 0, for some L

}

,

(V, λ)(∆m) =

{

x ∈ ω : lim
n→∞

1

λn

∑

k∈In

(∆mxk − L) = 0, for some L

}

,

[V, λ](∆m) =

{

x ∈ ω : lim
n→∞

1

λn

∑

k∈In

|∆mxk − L| = 0, for some L

}

.
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Let A = (aij) be an infinite matrix of non negative real numbers with all
rows are linearly independent for all i, j = 1, 2, 3, ..., Bkn(x) =

∑∞
i=1 akixn+i if

the series converges for each k and n. Now, we define

(C, 1)(Â, ∆) =

{

x ∈ ω : lim
m→∞

1

m

m
∑

k=1

(∆Bkn(x) − L) = 0, for some L

}

,

[C, 1](Â, ∆) =

{

x ∈ ω : lim
m→∞

1

m

m
∑

k=1

|∆Bkn(x) − L| = 0, for some L

}

,

(V, λ)(Â, ∆) =

{

x ∈ ω : lim
m→∞

1

λm

∑

k∈Im

(∆Bkn(x) − L) = 0, for some L

}

,

[V, λ](Â, ∆) =

{

x ∈ ω : lim
m→∞

1

λm

∑

k∈Im

|∆Bkn(x) − L| = 0, for some L

}

.

where ∆Bkn(x) =
∑∞

i=1(aki − ak+1,i)xn+i. The concept of this infinite matrix has
been introduced by Nanda [5] and Solak [6].

2 Main Results

In this section, we discuss some topological properties and inclusion relations
of the class of difference sequence spaces [C, 1](Â, ∆), (C, 1)(Â, ∆), [V, λ](Â, ∆) and
(V, λ)(Â, ∆).

Theorem 2.1. The spaces (C, 1)(Â, ∆),[C, 1](Â, ∆), (V, λ)(Â, ∆) and [V, λ](Â, ∆)
are linear over C.

Proof. We give the proof only for the space[C, 1](Â, ∆) and for other spaces it will
follow by applying similar arguments.

Let x = (xk) and y = (yk) be any two elements of [C, 1](Â, ∆), then there
exist L and L′ such that

lim
m→∞

1

m

m
∑

k=1

|∆Bkn(x) − L| = 0 and lim
m→∞

1

m

m
∑

k=1

|∆Bkn(y) − L′| = 0.

Now, for any scalar α, β ∈ C

lim
m→∞

1

m

m
∑

k=1

|∆Bkn(αx + βy) − L′′|

= lim
m→∞

1

m

m
∑

k=1

|∆Bkn(αx + βy) − (αL + βL′)| by setting L′′ = αL + βL′

≤ |α| lim
m→∞

1

m

m
∑

k=1

|∆Bkn(x) − L| + |β| lim
m→∞

1

m

m
∑

k=1

|∆Bkn(y) − L′|

→ 0 as m → ∞.
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⇒ αx + βy ∈ [C, 1](Â, ∆). This completes the proof.

Theorem 2.2. The spaces (C, 1)(Â, ∆),[C, 1](Â, ∆), (V, λ)(Â, ∆) and [V, λ](Â, ∆)
are normed linear spaces normed by

‖x‖ =

n
∑

i=1

|xi| + sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(x)

∣

∣

∣

∣

∣

. (2.1)

Proof. Suppose x ∈ [C, 1](Â, ∆), for x = θ, ‖x‖ = 0. Conversely, if ‖x‖ = 0,

i.e.

n
∑

i=1

|xi| + sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(x)

∣

∣

∣

∣

∣

= 0,

i.e.
n

∑

i=1

|xi| = 0 and sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∞
∑

i=1

(aki − ak+1,i)xn+i

∣

∣

∣

∣

∣

= 0.

Therefore, x1 = x2 = · · · = xn = 0. Since A = (ank) is a matrix with all linearly
independent rows. So, for i > n, xi = 0. Hence xi = 0 for i=1,2,3,. . . . i.e. x = θ.

Let x, y ∈ [C, 1](Â, ∆), so

‖x‖ =

n
∑

i=1

|xi| + sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(x)

∣

∣

∣

∣

∣

, ‖y‖ =

n
∑

i=1

|yi| + sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(y)

∣

∣

∣

∣

∣

.

Now

‖x + y‖ =

n
∑

i=1

|xi + yi| + sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(x + y)

∣

∣

∣

∣

∣

≤

n
∑

i=1

|xi| +

n
∑

i=1

|yi| + sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(x)

∣

∣

∣

∣

∣

+ sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(y)

∣

∣

∣

∣

∣

= ‖x‖ + ‖y‖.

Finally, for any scalar λ,

‖λx‖ =

n
∑

i=1

|λxi| + sup
m,n

|
1

m

m
∑

k=1

∆Bkn(λx)|

= |λ|

n
∑

i=1

|xi| + |λ| sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(x)

∣

∣

∣

∣

∣

= |λ|‖x‖.

This completes the proof. The proofs of (C, 1)(Â, ∆), (V, λ)(Â, ∆) and [V, λ](Â, ∆)
are similar, hence omitted.

Theorem 2.3. The spaces (C, 1)(Â, ∆) and [C, 1](Â, ∆) are complete normed
linear spaces under the norm ‖x‖, defined by (2.1).
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Proof. Let xN be a Cauchy sequence in [C, 1](Â, ∆), where

xN = (xN
k ) ∈ [C, 1](Â, ∆) and xM = (xM

k ) ∈ [C, 1](Â, ∆).

Suppose ‖xN − xM‖ → 0 as M, N → ∞

i.e.

n
∑

i=1

|xN
i − xM

i | + sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(xN − xM )

∣

∣

∣

∣

∣

→ 0 as M, N → ∞.

i.e.

n
∑

i=1

|xN
i − xM

i | → 0 and sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(xN − xM )

∣

∣

∣

∣

∣

→ 0 as M, N → ∞.

Thus, for k=1,2,3,. . . ,n, (xN
k ) is a Cauchy sequence in C and

sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(xN ) − ∆Bkn(xM )

∣

∣

∣

∣

∣

→ 0, as M, N → ∞

⇒ sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∞
∑

i=1

(aki − ak+1,i)(x
N
n+i − xM

n+i)

∣

∣

∣

∣

∣

→ 0, as M, N → ∞.

⇒
1

m

∣

∣(a11 − am+1,1)(x
N
n+1 − xM

n+1) + (a12 − am+1,2)(x
N
n+2 − xM

n+2) + · · ·
∣

∣

→ 0, as M, N → ∞.

As all the rows of A are linearly independent, so for k = n+1, n+2, . . . ., (xN
k )

is a Cauchy sequence in C. Therefore (xN
k ) is a Cauchy sequence in C for all k.

By the completeness of C, limN→∞ xN
k = xk in C, for all k. For given ǫ > 0, there

exists N0 > M, N such that,

lim
M→∞

sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(xN − xM )

∣

∣

∣

∣

∣

= sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(xN − x)

∣

∣

∣

∣

∣

< ǫ. (2.2)

Now,

lim
M→∞

‖xN − xM‖ = lim
M→∞

n
∑

i=1

|xN
i − xM

i | + lim
M→∞

sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(xN ) − ∆Bkn(xM )

∣

∣

∣

∣

∣

≤

n
∑

i=1

|xN
i − xi| + sup

m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(xN − x)

∣

∣

∣

∣

∣

≤ 2ǫ.
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Hence, xN → x, as M → ∞. Now,

sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(x) − L

∣

∣

∣

∣

∣

≤ sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(xN ) − L

∣

∣

∣

∣

∣

+ sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(xN − x)

∣

∣

∣

∣

∣

→ 0, as N → ∞.

Therefore, x ∈ [C, 1](Â, ∆). This completes the proof.

Theorem 2.4.

(i) [C, 1](Â, ∆) ⊂ (C, 1)(Â, ∆);

(ii) [V, λ](Â, ∆) ⊂ (V, λ)(Â, ∆) and the inclusions are strict.

Proof. The proof of this theorem is trivial, so omitted.

Theorem 2.5. The spaces (C, 1)(Â, ∆) and [C, 1](Â, ∆) are isometrically isomor-
phic to ℓ∞.

Proof. We give the proof of the space [C, 1](Â, ∆) only and for the other spaces it
will follow the similar technique. Let us consider the mapping

T : [C, 1](Â, ∆) → [C, 1](Â, ∆)

defined by Tx = y = (0, 0, . . . , 0, xn+1, xn+2, . . . ). It is clear that T is bounded
linear operator. Also T ([C, 1](Â, ∆)) = {x = (xk) : x1 = x2 = · · · = xn =
0, x ∈ [C, 1](Â, ∆)} is a subset of [C, 1](Â, ∆) and ‖x‖ = ‖ 1

m

∑m
k=1 ∆Bkn(x)||∞ in

T ([C, 1](Â, ∆)).
On the other hand we can show that the mapping △T : T ([C, 1](Â, ∆)) → ℓ∞,

defined by △T (x) = (yk) = ( 1
m

∑m
k=1 ∆Bkn(x)) is a linear homomorphism.

Now,

‖△T (x)‖ = sup
m,n

∣

∣

∣

∣

∣

1

m

m
∑

k=1

∆Bkn(x)

∣

∣

∣

∣

∣

= ‖x‖.

Therefore, △T is linear and bijective. Hence (C, 1)(Â, ∆) is isometrically isomor-
phic to ℓ∞.

Theorem 2.6. The spaces (C, 1)(Â, ∆) and [C, 1](Â, ∆) are BK-spaces with the
norm defined in (2.1).

Proof. The proof follows immediately from Theorem 2.5.
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3 λB-Statistical Convergence

In this section, we establish the relationship of Sλ(Â, ∆) with [V, λ](Â, ∆) and
S(Â, ∆). The notion of statistical convergence was introduced by Fast [7] and
studied by various authors [8–13].

Definition 3.1 ([13]). A sequence x = (xk) is said to be λ-statistical convergent
or Sλ-convergent to L, if for every ǫ > 0

lim
m→∞

1

λm
|{k ∈ Im : |xk − L| ≥ ǫ}| = 0.

In this case, we write Sλ − limx = L or xk → L(Sλ) and

Sλ = {x ∈ ω : Sλ − limx = L, for some L}.

Definition 3.2. A sequence x = (xk) is said to be λB-statistical convergent or
Sλ(Â, ∆)-convergent to L, if for every ǫ > 0

lim
m→∞

1

λm
|{k ∈ Im : |∆Bkn(x) − L| ≥ ǫ}| = 0.

In this case, we write SλB
− limx = L or xk → LSλ(Â, ∆) and

Sλ(Â, ∆) = {x ∈ ω : SλB
− limx = L, for some L}.

Theorem 3.1. Let λ = (λk) be same as above, then

(i) If xk → L[V, λ](Â, ∆), then xk → LSλ(Â, ∆).

(ii) If x ∈ ℓ∞(Â, ∆) and xk → LSλ(Â, ∆), then xk → L[V, λ](Â, ∆).

(iii) Sλ(Â, ∆) ∩ ℓ∞(Â, ∆) = [V, λ](Â, ∆) ∩ ℓ∞(Â, ∆)
where ℓ∞(Â, ∆) = {x : supm,n |∆Bmn(x)| < ∞}.

Proof. (i) Suppose ǫ > 0 and limk xk = L[V, λ](Â, ∆), then we have
∑

k∈Im

|∆Bkn(x) − L| ≥
∑

k∈Im,
|∆Bkn(x)−L|≥ǫ

|∆Bkn(x) − L|

≥ ǫ|{k ∈ Im : |∆Bkn(x) − L| ≥ ǫ}|.

Therefore, xk → L[V, λ](Â, ∆), ⇒ xk → LSλ(Â, ∆).

(ii) Suppose x ∈ ℓ∞(Â, ∆) and xk → LSλ(Â, ∆), i.e. for some K, |∆Bkn(x)−
L| ≤ K for all k and n. Given ǫ > 0, we get

1

λm

∑

k∈Im

|∆Bkn(x) − L|

=
1

λm

∑

k∈Im,
|∆Bkn(x)−L|≥ǫ

|∆Bkn(x) − L| +
1

λm

∑

k∈Im,
|∆Bkn(x)−L|<ǫ

|∆Bkn(x) − L|

≤
K

λm
|{k ∈ Im : |∆Bkn(x) − L| ≥ ǫ}| + ǫ.
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As m → ∞, the right hand side goes to zero, which implies that xk → L[V, λ](Â, ∆).

(iii) This immediately follows from (i) and (ii).

Theorem 3.2. If lim infm
λm

m > 0, then S(Â, ∆) ⊂ Sλ(Â, ∆).

Proof. Given ǫ > 0, we have

{k ∈ Im : |∆Bkn(x) − L| ≥ ǫ} ⊂ {k ≤ m : |∆Bkn(x) − L| ≥ ǫ}.

Therefore,

1

m
|{k ≤ m : |∆Bkn(x) − L| ≥ ǫ}| ≥

1

m
|{k ∈ Im : |∆Bkn(x) − L| ≥ ǫ}|

=
λm

m
.

1

λm
|{k ∈ Im : |∆Bkn(x) − L| ≥ ǫ}|.

Taking the limit as m → ∞ we get xk → LS(Â, ∆) ⇒ xk → LSλ(Â, ∆).

4 Some New Sequence Spaces Defined by Orlicz

Functions

In this part we introduce some new difference sequence spaces defined by Orlicz
functions and examine their topological properties. Before giving certain results
we give some required definitions.

Definition 4.1. A function M : [0,∞) → [0,∞) is said to be an Orlicz function
if it is

(i) Continuous,

(ii) Non decreasing and

(iii) Convex with M(0) = 0, M(x) > 0 for x > 0 and M(x) → 0 as x → ∞.

Definition 4.2. Let M be an Orlicz function and p = (pk) be any sequence of
strictly positive real numbers. Now using this function we define

[V, λ](Â, ∆, M, p) =











(xk) : lim
m→∞

1

λm

∑

k∈Im

[

M

(

|∆Bkn(x) − L|

ρ

)]pk

= 0,

for some L and ρ > 0











,

[V, λ]0(Â, ∆, M, p) =











(xk) : lim
m→∞

1

λm

∑

k∈Im

[

M

(

|∆Bkn(x)|

ρ

)]pk

= 0,

for some ρ > 0











,

[V, λ]∞(Â, ∆, M, p) =











(xk) : lim
m→∞

1

λm

∑

k∈Im

[

M

(

|∆Bkn(x)|

ρ

)]pk

< ∞,

for some ρ > 0











.
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For p = (pk) = (1, 1, . . . ), we denote [V, λ](Â, ∆, M, p), [V, λ]0(Â, ∆, M, p) and
[V, λ]∞(Â, ∆, M, p) as [V, λ](Â, ∆, M), [V, λ]0(Â, ∆, M) and [V, λ]∞(Â, ∆, M)
respectively.

Theorem 4.1. For a bounded sequence p = (pk) of strictly positive real num-
bers, the the space [V, λ](Â, ∆, M, p), [V, λ]0(Â, ∆, M, p) and [V, λ]∞(Â, ∆, M, p)
are linear over C, the field of complex numbers.

Proof. Let x, y ∈ [V, λ]0(Â, ∆, M, p) and α, β ∈ C. Then there exist positive
numbers ρ1 and ρ2 such that

lim
m→∞

1

λm

∑

k∈Im

[

M

(

|∆Bkn(x)|

ρ1

)]pk

= 0

and

lim
m→∞

1

λm

∑

k∈Im

[

M

(

|∆Bkn(y)|

ρ2

)]pk

= 0.

Define ρ3 =max{2|α|ρ1, 2|α|ρ2}. Since ∆Bkn is linear and M is non-decreasing
and convex, we have

1

λm

∑

k∈Im

[

M

(

|∆Bkn(αx + βy)|

ρ3

)]pk

=
1

λm

∑

k∈Im

[

M

(

|α∆Bkn(x) + β∆Bkn(y)|

ρ3

)]pk

≤
1

λm

∑

k∈Im

[

M

(

|α∆Bkn(x)|

ρ3
+

|β∆Bkn(y)|

ρ3

)]pk

≤
1

λm

∑

k∈Im

1

2pk

[

M

(

|∆Bkn(x)|

ρ1

)

+ M

(

|∆Bkn(y)|

ρ2

)]pk

≤
1

λm

∑

k∈Im

[

M

(

|∆Bkn(x)|

ρ1

)

+ M

(

|∆Bkn(y)|

ρ2

)]pk

≤ C
1

λm

∑

k∈Im

[

M

(

|∆Bkn(x)|

ρ1

)]pk

+ C
1

λm

∑

k∈Im

[

M

(

|∆Bkn(y)|

ρ2

)]pk

→ 0

where C =max{1, 2N−1}, N = max{1, supk∈N pk}; so that αx+βy ∈ [V, λ]0(Â, ∆,

M, p). Hence [V, λ]0(Â, ∆, M, p) is a linear space. The proof for the the spaces
[V, λ](Â, ∆, M, p) and [V, λ]∞(Â, ∆, M, p) can be done in a similar way.

Theorem 4.2. For any Orlicz function M and a bounded sequence p = (pk) of
strictly positive real numbers the space [V, λ]0(Â, ∆, M, p) is a paranormed space
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with the paranorm

g(x) = inf







ρpm/N :

{

1

λm

∑

k∈Im

[

M

(

|∆Bkn(x)|

ρ

)]pk

}1/N

≤ 1, m = 1, 2, 3, . . .







.

(4.1)

Proof. The subadditivity of g follows from the Theorem 4.1 by taking α = 1 and
β = 1 and it is clear that g(x) = g(−x). Since M(0) = 0, we get inf{ρpm/N} = 0,
for x = 0. Now we prove that scalar multiplication is continuous. Let α be any
complex number, by definition

g(αx) = inf







ρpm/N :

{

1

λm

∑

k∈Im

[

M

(

|∆Bkn(αx)|

ρ

)]pk

}1/N

≤ 1, m = 1, 2, 3, . . .







= inf







ρpm/N :

{

1

λm

∑

k∈Im

[

M

(

|α∆Bkn(x)|

ρ

)]pk

}1/N

≤ 1, m = 1, 2, 3, . . .







.

Suppose s = ρ/|α|, then ρ = s|α| and since |α|pm ≤ max{1, |α|sup pm} then we get

g(αx)

= inf







(s|α|)pm/N :

{

1

λm

∑

k∈Im

[

M

(

|α∆Bkn(x)|

ρ

)]pk

}1/N

≤ 1, m = 1, 2, 3, . . .







≤ (max{1, |α|sup pm})
1/N

× inf







ρpm/N :

{

1

λm

∑

k∈Im

[

M

(

|∆Bkn(αx)|

ρ

)]pk

}1/N

≤ 1, m = 1, 2, 3, . . .







→ 0 as g(x) → 0 in [V, λ]0(Â, ∆, M, p).

Now suppose that αi → 0 as i → ∞ and x is fixed in [V, λ]0(Â, ∆, M, p). For
arbitrary ǫ > 0 and let N0 be a positive integer such that

1

λm

∑

k∈Im

[

M

(

|∆Bkn(x)|

ρ

)]pk

≤
( ǫ

2

)N

.

For some ρ > 0 and all m > N0, we have

{

1

λm

∑

k∈Im

[

M

(

|∆Bkn(x)|

ρ

)]pk

}1/N

≤
ǫ

2
.

Let 0 < |α| < 1, using the convexity of M for all m > N0, we get

1

λm

∑

k∈Im

[

M

(

|α∆Bkn(x)|

ρ

)]pk

≤
∑

k∈Im

|α|

[

M

(

|∆Bkn(x)|

ρ

)]pk

≤
( ǫ

2

)N

.
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Since M is continuous everywhere in [0,∞), then we consider the function

f(r) =
1

λm

∑

k∈Im

[

M

(

|r.∆Bkn(x)|

ρ

)]pk

.

For each m ≤ N0, f is continuous at 0. So there is a δ ∈ (0, 1) such that |f(r)| <

( ǫ
2)

N
for 0 < r < δ, this implies that there exists K such that |αi| < δ for i > K

and m ≤ N0

{

1

λm

∑

k∈Im

[

M

(

|∆Bkn(x)|

ρ

)]pk

}1/N

≤
ǫ

2
.

This completes the proof.
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