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1 Introduction

Variational inclusion problems, as the generalization of variational inequality
problems, are among the most interesting and intensively studied classes of math-
ematical problems and have wide applications in the field of optimization and
control, economics, transportation equilibrium and engineering sciences.

Variational inequalities (inclusions) are used as a mathematical tool in model-
ing many optimization and decision making problems. However, facing uncertainty
is a constant challenge for optimization and decision making. The fuzzy set theory,
introduced by Zadeh [12], is useful in treating uncertainty in the study of fuzzy
optimization and decision making.

In 1989, Chang and Zhu [13] introduced the concept of variational inequalities
for fuzzy mappings. Since then several classes of variational inequalities (inclu-
sions) have been studied by many authors, see for example [4, 6, 7, 13–15]. It
is well known that the study of random equations involving random mappings in
view of their need in dealing with probabilistic models in applied sciences is very
important. In 1999, Huang [6] introduced and studied a class of random varia-
tional inclusions with random fuzzy mappings in Hilbert spaces. For related work,
see [1, 3, 16, 17]. Very recently, Wu and Zou [18] and Zhang [19] have studied
some classes of variational inequalities (inclusions) with random fuzzy mappings,
see also [2, 9, 20].

In 1985, Pang [21] showed that a variety of equilibrium models, for example,
the traffic equilibrium problem, the spatial equilibrium problem, the Nash equilib-
rium problem and the general equilibrium programming problem can be uniformly
modelled as a variational inequality defined on the product sets. He decomposed
the original variational inequality into a system of variational inequalities and dis-
cussed the convergence of the method of decomposition for a system of variational
inequalities. Later, it was noticed that variational inequality over product sets
and the system of variational inequalities both are equivalent, see for applications
[21–23]. Since then many authors, see for example [23–25] studied the existence
theory of various classes of system of variational inequalities by exploiting fixed
point theorems and minimax theorems. On the other hand, only a few iterative
algorithms have been constructed for approximating the solution of the system of
variational inequalities (inclusions) using the system of proximal-point methods,
see for example [5, 10, 26–29]. One of the most important tasks is to construct
an efficient method to solve variational inclusions. One of the such methods is
the method based on proximal-point mapping. In recent past, the methods based
on different classes of proximal-point mappings have been developed to study the
existence of solutions and to discuss the convergence analysis of constructed iter-
ative algorithms for various classes of variational inclusions, see for example [4, 7,
27, 30–48].

Very recently, Sun et al. [49] introduced the notion of M -proximal-point map-
ping and developed a method to solve the variational inequalities. Zou and Huang
[50] and Kazmi et al. [43] extended the concept of M -proximal-point mappings
and used these concepts in developing the iterative methods to solve the systems
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of variational inclusions.
Motivated and inspired by the recent research works in this area, we intro-

duce random P -monotone mapping, and its associated proximal-point mapping in
Hilbert space and discuss their some properties. Further, we consider a system
of random variational inclusions with random fuzzy mappings (in short, SRVI)
in real Hilbert spaces. Using proximal-point mapping technique, we construct an
iterative algorithm for SRVI. Furthermore, we prove the existence of solution of
SRVI and discuss the convergence analysis of the iterative algorithm. To the best
of our knowledge, the work presented in this paper is the first attempt to study the
system of random variational inclusions involving random fuzzy mappings. The
results presented in this paper generalize, improve and unify the known results of
recent works [1–11].

2 Preliminaries

Throughout the paper unless otherwise stated, let I = {1, 2} be an index set
and for each i ∈ I, let Hi be a real Hilbert space whose inner product and norm
are denoted by 〈·, ·〉i and ‖·‖i, respectively and let H be a real Hilbert space whose
inner product and norm are denoted by 〈·, ·〉 and ‖ · ‖, respectively. We denote
by (Ω, Σ) a measurable space, where Ω is a set and σ-algebra of subsets of Ω and
by B(H), 2H , CB(H) and F(H), the class of Borel σ-field in H , the family of all
nonempty subsets of H , the family of all nonempty closed bounded subsets of H
and the collection of a fuzzy sets over H , respectively. Let N ∈ F(H), q ∈ [0, 1],
then the set (N)q = {x ∈ H : N(x) ≥ q} is called a q-cut set of N .

The following definitions and concepts are needed in the sequel.

Definition 2.1. A mapping x : Ω → H is said to be measurable if for any
B ∈ B(H), {t ∈ Ω : x(t) ∈ B} ∈ Σ.

Definition 2.2. A mapping f : Ω×H → H is called a random mapping if for any
x ∈ H, f(t, x) = x(t) is measurable. A random mapping f is said to be continuous
if for any t ∈ Ω, the mapping f(t, ·) : H → H is continuous.

Similarly, we can define a random mapping P : Ω × H × H → H . It is well
known that a measurable mapping is necessarily a random mapping.

Definition 2.3. A multi-valued mapping T : Ω → 2H is said to be measurable if
for any B ∈ B(H), T−1(B) = {t ∈ Ω : T (t) ∩ B 6= ∅} ∈ Σ.

Definition 2.4. A mapping u : Ω → H is called a measurable selection of a
multi-valued measurable mapping T : Ω → 2H if u is measurable and for any
t ∈ Ω, u(t) ∈ T (t).

Definition 2.5. A mapping T : Ω × H → 2H is called a random multi-valued
mapping if for any x ∈ H, T (·, x) is measurable. A random multi-valued mapping
T : Ω × H → CB(H) is said to be H-continuous if for any t ∈ Ω, T (t, ·) is
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continuous in H(·, ·), where H(·, ·) is the Hausdorff metric on CB(H) defined as
follows: for any given A, B ∈ CB(H),

H(A, B) = max

{

sup
x∈A

inf
y∈B

d(x, y), sup
y∈B

inf
x∈A

d(x, y)

}

.

Definition 2.6. A fuzzy mapping F : Ω → F(H) is called measurable if for any
α ∈ (0, 1], (F (·))α : Ω → 2H is a measurable multi-valued mapping.

Definition 2.7. A fuzzy mapping F : Ω × H → F(H) is called a random fuzzy
mapping, if for any x ∈ H, F (·, x) : Ω → F(H) is a measurable fuzzy mapping.

We note that, the random fuzzy mappings include multi-valued mappings,
random multi-valued mappings and fuzzy mappings as special cases.

For each i = 1, 2, let Ni : Ω × H1 → F(H1), Si : Ω × H2 → F(H2), Ti :
Ω × Hi → F(Hi) be random fuzzy mappings satisfying the following condition
(C):

(C) There exist mappings ai : H1 → [0, 1], bi : H2 → [0, 1], ci : Hi → [0, 1] such
that Ni(t, x1(t))ai(x1) ∈ CB(H1), Si(t, x2(t))bi(x2) ∈ CB(H2), Ti(t, xi(t))ci(xi)

∈ CB(Hi), ∀(t, x1(t) ∈ Ω × H1, (t, x2(t)) ∈ Ω × H2.

By using the random fuzzy mappings Ni, Si and Ti, we can define random
multi-valued mappings Ñi, S̃i and T̃i, as follows:

Ñi : Ω × H1 → CB(H1), x1 → (Ni(t, x1(t)))ai(x1)
, ∀(t, x1) ∈ Ω × H1,

S̃i : Ω × H2 → CB(H2), x2 → (Si(t, x2(t)))bi(x2)
, ∀(t, x2) ∈ Ω × H2,

and

T̃i : Ω × Hi → CB(Hi), xi → (Ti(t, xi(t)))ci(xi)
, ∀(t, xi) ∈ Ω × Hi.

In the sequel, Ñi, S̃i and T̃i are called the random multi-valued mappings
induced by the random fuzzy mappings Ni, Si and Ti, respectively.

Given mappings ai : H1 → [0, 1], bi : H2 → [0, 1], ci : Hi → [0, 1], random
fuzzy mappings Ni : Ω×H1 → F(H1), Si : Ω×H2 → F(H2), Ti : Ω×Hi → F(Hi)
and random mappings fi, gi, hi : Ω × Hi → Hi, Fi : Ω × H1 × H2 → Hi Mi :
Ω × Hi → 2Hi with range gi(t, ·) ∩ dom (Mi(t, ·)) 6= ∅, for t ∈ Ω. We consider the
following system of random variational inclusions (SRVI):

Find measurable mappings x1, u1, u2, w1 : Ω → H1; x2, v1, v2, w2 : Ω →
H2 such that for all t ∈ Ω, x1(t) ∈ H1, x2(t) ∈ H2, Ni(t, x1(t))(ui(t)) ≥
ai(x1(t)), Si(t, x2(t))(vi(t)) ≥ bi(x2(t)), Ti(t, xi(t))(wi(t)) ≥ ci(xi(t)) and range
gi(t, ·) ∩ dom (Mi(t, ·)) 6= ∅, for t ∈ Ω such that

Θ1 ∈ F1(t, u1(t), v1(t))−
{

f1(t, w1(t))−h1(t, x1(t))
}

+ M1(t, g1(t, x1(t))), (2.1)

Θ2 ∈ F2(t, u2(t), v2(t))−
{

f2(t, w2(t))−h2(t, x2(t))
}

+ M2(t, g2(t, x2(t))), (2.2)
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where Θ1, Θ2 are zero vectors of H1, H2, respectively. The set of measurable
mappings (x1, x2, u1, u1, v1, v2, w1, w2) is called a random solution of SRVI (2.1)-
(2.2).

Special Cases:

(1) For each i = 1, 2, if H ≡ Hi; F ≡ Fi; f ≡ fi; h ≡ hi; M ≡ Mi; N ≡ Ni; S ≡
Si and T ≡ Ti and g ≡ gi, then SRVI (2.1)-(2.2) reduces to the problem of
finding measurable mappings x, u, w, v : Ω → H such that for t ∈ Ω, x(t) ∈
H, N(t, x1(t))(u(t)) ≥ a(x(t)), S(t, x(t))(v(t)) ≥ b(x(t)), T (t, x(t))(w(t)) ≥
c(x(t)) and range g(t, .) ∩ dom (M(t, .)) 6= ∅, for t ∈ Ω such that

Θ ∈ F (t, u(t), v(t)) −
{

f(t, w(t)) − h(t, x(t))
}

+ M(t, g(t, x(t))), (2.3)

where Θ is zero vector of H . A problem similar to (2.3) is studied by Ahmad
and Farajzadeh [2].

(2) If a(x) = b(x) = c(x) = 1, F (t, u(t), v(t)) = F (t, u(t)), u(t) = w(t) = x(t)
and f(t, w(t))−h(t, x(t)) = v(t), then Problem (2.3) reduces to the problem
of finding measurable mappings x, v : Ω → H such that

Θ ∈ F (t, x(t)) + v(t) + M(t, g(t, x(t))), (2.4)

where g, F : Ω × H → H are single-valued random mappings and M :
Ω × H → 2H is multi-valued random mapping. A problem similar to (2.4)
is considered by Cho and Lan [16].

3 P -proximal-point Mappings

The following definitions and results are needed in the sequel.

Definition 3.1. A random mapping g : Ω × H → H is said to be Lipschitz
continuous if there exists a measurable function λg : Ω → (0,∞) such that

‖g(t, x1(t)) − g(t, x2(t))‖ ≤ λg(t)‖x1(t) − x2(t)‖, ∀t ∈ Ω, x1, (t), x2(t) ∈ H.

Lemma 3.2 ([24]). Let T : Ω × H → CB(H) be a H-continuous random multi-
valued mapping. Then for any measurable mapping w : Ω → H, the multi-valued
mapping T (., w(.)) : Ω → CB(H) is measurable.

Lemma 3.3 ([24]). Let S, T : Ω → CB(H) be two measurable multi-valued map-
pings, ǫ > 0 be a constant and let v : Ω → H be a measurable selection of S. Then
there exists a measurable selection w : Ω → H of T such that for all t ∈ Ω,

‖v(t) − w(t)‖ ≤ (1 + ǫ)H(S(t), T (t)).

Definition 3.4. Let A, B : Ω × H → H be single-valued random mappings. A
random mapping P : Ω × H × H → H is said to be
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(i) α-strongly monotone with respect to A, if there exists a measurable function
α : Ω → (0,∞) such that

〈P (t, A(t, x(t)), z(t))−P (t, A(t, y(t)), z(t)), x(t)−y(t)〉 ≥ α(t)‖x(t)−y(t)‖2,

∀t ∈ Ω, x(t), y(t), z(t) ∈ H ;

(ii) β-relaxed monotone with respect to B, if there exists a measurable function
β : Ω → (0,∞) such that

〈P (t, z(t), B(t, x(t)))−P (t, z(t), B(t, y(t))), x(t)−y(t)〉 ≥ −β(t)‖x(t)−y(t)‖2,

∀t ∈ Ω, x(t), y(t), z(t) ∈ H ;

(iii) αβ-symmetric monotone with respect to A and B, if P is α-strongly monotone
with respect to A and β-relaxed monotone with respect to B with α(t) >
β(t) and α(t) = β(t) if and only if x(t) = y(t) ∀t ∈ Ω, x(t), y(t) ∈ H.

(iv) (ξ1, ξ2)-mixed Lipschitz continuous if there exist measurable functions ξ1, ξ2 :
Ω → (0,∞) such that

‖P (t, x(t), z1(t))−P (t, y(t), z2(t))‖ ≤ ξ1(t)‖x(t)−y(t)‖+ξ2(t)‖z1(t)−z2(t)‖,

∀t ∈ Ω, x(t), y(t), z1(t), z2(t) ∈ H.

Definition 3.5. A random multi-valued mapping M : Ω × H → 2H is said to be

(i) monotone, if
〈u(t) − v(t), x1(t) − x2(t)〉 ≥ 0,

∀t ∈ Ω, x1(t), x2(t) ∈ H, u(t) ∈ M(t, x1(t)), v(t) ∈ M(t, x2(t));

(ii) r-strongly monotone, if there exists a measurable function r : Ω → (0,∞)
such that

〈u(t) − v(t), x1(t) − x2(t)〉 ≥ r(t)‖x1(t) − x2(t)‖
2,

∀t ∈ Ω, x1(t), x2(t) ∈ H, u(t) ∈ M(t, x1(t)), v(t) ∈ M(t, x2(t));

(iii) m-relaxed monotone, if there exists a measurable function m : Ω → (0,∞)
such that

〈u(t) − v(t), x1(t) − x2(t)〉 ≥ −m(t)‖x1(t) − x2(t)‖
2, ∀x1(t), x2(t) ∈ H,

∀t ∈ Ω, x1(t), x2(t) ∈ H, u(t) ∈ M(t, x1(t)), v(t) ∈ M(t, x2(t)).

Lemma 3.6. Let H be a Hilbert space. Then for any x, y ∈ H,

‖x + y‖2 ≤ ‖x‖2 + 〈y, x + y〉.

Definition 3.7. Let A, B : Ω × H → H, P : Ω × H × H → H be single-valued
random mappings. A random multi-valued mapping M : Ω × H → 2H is said to
be P -monotone if
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(a) M is m-relaxed monotone;

(b) (Pt(At, Bt) + ρ(t)Mt) (H) = H, ∀t ∈ Ω,

where At(x) = A(t, x(t)), Bt(x) = B(t, x(t)), Pt(At, Bt)(x) = P (t, A(t, x(t)), B(t, x(t)))
for ρ(t) > 0, is a real valued random variable.

The following theorem gives some properties of random P -monotone mappings.

Theorem 3.8. Let A, B : Ω×H → H be random mappings, let P : Ω×H×H → H
be a random αβ-symmetric monotone mapping, and let M : Ω × H → 2H be a
random P -monotone multi-valued mapping. Then

(a) 〈u(t)−v(t), x(t)−y(t)〉 ≥ 0, ∀(v(t), y(t)) ∈ Graph(M), t ∈ Ω implies (u(t), v(t))
∈ Graph(M), where Graph(M) := {(u(t), x(t)) ∈ H × H : u(t) ∈ Mt(x)};

(b) the mapping (Pt(At, Bt) + ρ(t)Mt)
−1

is single-valued for all ρ(t) > 0, real

valued random variables, such that ρ(t) ∈ (0, α(t)−β(t)
m(t) ), t ∈ Ω.

Proof. (a): Suppose on contrary that, there exists (u0(t), x0(t)) /∈ Graph(M), such
that

〈u0(t) − v(t), x0(t) − y(t)〉 ≥ 0, ∀(v(t), y(t)) ∈ Graph(M), t ∈ Ω. (3.1)

Since M is P -monotone, we have (Pt(At, Bt) + ρ(t)Mt)(H) = H, and hence there
exists (u1(t), x1(t)) ∈ Graph(M) such that

Pt(At, Bt)x1 + ρ(t)u1(t) = Pt(At, Bt)x0 + ρ(t)u0(t). (3.2)

Now set (v(t), y(t)) = (u1(t), x1(t)) in (3.1) and then, from the resultant in-
equality (3.2) and from the fact that ρ(t) > 0, we obtain

0 ≤ ρ(t)〈u0(t) − u1(t), x0(t) − x1(t)〉

= 〈P (t, A(t, x1(t)), B(t, x1(t))) − P (t, A(t, x0(t)), B(t, x1(t))), x0(t) − x1(t)〉

+ 〈P (t, A(t, x0(t)), B(t, x1(t))) − P (t, A(t, x0(t)), B(t, x0(t))), x0(t) − x1(t)〉

which implies that

〈P (t, A(t, x0(t)), B(t, x1(t)))−P (t, A(t, x1(t)), B(t, x1(t))), x0(t)−x1(t)〉

+〈P (t, A(t, x0(t)), B(t, x0(t))) − P (t, A(t, x0(t)), B(t, x1(t))), x0(t) − x1(t)〉 ≤ 0

or

(α(t) − β(t))‖x0(t) − x1(t)‖
2 ≤ 0,

where P is αβ-symmetric monotone with respect to A and B, so we have x0(t) =
x1(t), ∀t ∈ Ω and hence from (3.2), we have u1(t) = u0(t), t ∈ Ω, a contradiction.
This completes the proof (a).
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(b): For any given z(t) ∈ H, let x(t), y(t) ∈ (Pt(At, Bt)+ρ(t)Mt)
−1z. It follows

that

1

ρ(t)
(z(t) − Pt(At, Bt)x) ∈ Mt(x) and

1

ρ(t)
(z(t) − Pt(At, Bt)y) ∈ Mt(y).

Since M is m-relaxed monotone and P is αβ-symmetric monotone, it implies that

− m(t)‖x(t) − y(t)‖2

=
1

ρ(t)
〈P (t, A(t, y(t)), B(t, y(t))) − P (t, A(t, x(t)), B(t, x(t))), x(t) − y(t)〉

= −
1

ρ(t)

[

〈P (t, A(t, x(t)), B(t, x(t))) − P (t, A(t, y(t)), B(t, x(t))), x(t) − y(t)〉

+ 〈P (t, A(t, y(t)), B(t, x(t))) − P (t, A(t, y(t)), B(t, y(t))), x(t) − y(t)〉
]

≤ −
1

ρ(t)

[

(α(t) − β(t))‖x(t) − y(t)‖2
]

,

i.e.
[

(α(t) − β(t)) − ρ(t)m(t)
]

‖x(t) − y(t)‖2 ≤ 0.

This implies that x(t) = y(t), ∀t ∈ Ω. Thus (Pt(At, Bt) + ρ(t)Mt)
−1 is a single-

valued mapping, ∀t ∈ Ω.

By Theorem 3.8, we can define the following random proximal-point mapping

J
ρ(t),Pt(At,Bt)
Mt

.

Definition 3.9. Let A, B : Ω × H → H be single-valued random mappings and
P : Ω×H×H → H be a random αβ-symmetric monotone mapping with respect to
A and B. Let M : Ω×H → 2H be a random multi-valued P -monotone mapping.

Then proximal-point mapping J
ρ(·),P (·,A(·,·),B(·,·))
M(·,·) : Ω×H → H associated with P

and M is defined by

J
ρ(·),P (·,A(·,·),B(·,·))
M(·,·) (t, x(t)) = J

ρ(t),P (t,A(t,·),B(t,·))
M(t,x) (x(t)) = J

ρ(t),Pt(At,Bt)
Mt

(x)

= (Pt(At, Bt) + ρ(t)Mt)
−1(x), (3.3)

where ρ(t) > 0 is real valued random variable and At(x) = A(t, x(t)), Bt(x) =
B(t, x(t)),

Mt(x) = M(t, x(t)), Pt(At, Bt)(x) = P (t, A(t, x(t)), B(t, x(t))), ∀t ∈ Ω, x(t) ∈ H.

Next, we prove that P -proximal-point mapping is Lipschitz continuous.

Theorem 3.10. Let A, B : Ω × H → H be single-valued random mappings and
P : Ω×H×H → H be a random αβ-symmetric monotone mapping with respect to
A and B. Let M : Ω × H → 2H be a random multi-valued P -monotone mapping.
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Then proximal-point mapping J
ρ(t),Pt(At,Bt)
Mt

: H → H is 1
[(α(t)−β(t))−ρ(t)m(t)] -

Lipschitz continuous
∥

∥

∥
J

ρ(t),Pt(At,Bt)
Mt

(x∗)−J
ρ(t),Pt(At,Bt)
Mt

(y∗)
∥

∥

∥
≤

1

[(α(t) − β(t)) − ρ(t)m(t)]
‖x∗(t)−y∗(t)‖,

(3.4)

where ρ(t) ∈ (0, α(t)−β(t)
m(t) ), ∀t ∈ Ω, x∗(t), y∗(t) ∈ H.

Proof. Let x∗(t) and y∗(t) be given points in H. It follows from (3.3) that

1

ρ(t)

[

x∗(t) − Pt(At, Bt)
(

J
ρ(t),Pt(At,Bt)
Mt

(x∗)
)]

∈ Mt

(

J
ρ(t),Pt(At,Bt)
Mt

(x∗)
)

, (3.5)

1

ρ(t)

[

y∗(t) − Pt(At, Bt)
(

J
ρ(t),Pt(At,Bt)
Mt

(y∗)
)]

∈ Mt

(

J
ρ(t),Pt(At,Bt)
Mt

(y∗)
)

. (3.6)

Since M is m-relaxed monotone, we get

− m(t)
∥

∥

∥
J

ρ(t),Pt(At,Bt)
Mt

(x∗) − J
ρ(t),Pt(At,Bt)
Mt

(y∗)
∥

∥

∥

2

≤
1

ρ(t)

〈

x∗(t) − Pt(At, Bt)
(

J
ρ(t),Pt(At,Bt)
Mt

(x∗)
)

−
(

y∗(t) − Pt(At, Bt)
(

J
ρ(t),Pt(At,Bt)
Mt

(y∗)
))

,

J
ρ(t),Pt(At,Bt)
Mt

(x∗) − J
ρ(t),Pt(At,Bt)
Mt

(y∗)
〉

=
1

ρ(t)

〈

x∗(t) − y∗(t) −
(

Pt(At, Bt)
(

J
ρ(t),Pt(At,Bt)
Mt

(x∗)
)

− Pt(At, Bt)
(

J
ρ(t),Pt(At,Bt)
Mt

(y∗)
))

,

J
ρ(t),Pt(At,Bt)
Mt

(x∗) − J
ρ(t),Pt(At,Bt)
Mt

(y∗)
〉

.

Therefore,
∥

∥

∥
J

ρ(t),Pt(At,Bt)
Mt

(x∗)−J
ρ(t),Pt(At,Bt)
Mt

(y∗)
∥

∥

∥
≤

1

[(α(t) − β(t)) − ρ(t)m(t)]
‖x∗(t)−y∗(t)‖.

(3.7)
This completes the proof.

We remark that the concepts and results presented in this section generalize
the concepts and related results given in [49] and the relevant references cited
therein.

4 Random Iterative Algorithm

Definition 4.1. A random multi-valued mapping T : Ω×H → CB(H) is said to
be H-Lipschitz continuous if there exists a measurable function λT : Ω → (0,∞)
such that

H(T (t, x1(t)) − T (t, x2(t))) ≤ λT (t)‖x1(t) − x2(t)‖, ∀t ∈ Ω, x1(t), x2(t) ∈ H.
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First, we give the following technical lemma.

Lemma 4.2. For each i = 1, 2, let Mi : Ω×Hi → 2Hi be random multi-valued Pi-
monotone mapping and let Ai : Ω×H1 → H1, Bi : Ω×H2 → H2 random mappings.
The set of measurable mappings (x1, x2, u1, u2, v1, v2, w1, w2) is a random solution
of SRVI (2.1)-(2.2) if and only if for all (t, x1(t), x2(t)) ∈ Ω × H1 × H2, ui(t) ∈
Ñi(t, x1(t)), vi(t) ∈ S̃i(t, x2(t)), wi(t) ∈ T̃i(t, xi(t)) satisfy

g1(t, x1(t)) = J
ρ1(t),P1t(A1t,B1t)
M1t

[

P1t(A1t, B1t)(g1t(x1)) − ρ1(t)
{

F1(t, u1(t), v1(t))

−
(

f1(t, w1(t)) − h1(t, x1(t))
)}]

, (4.1)

g2(t, x2(t)) = J
ρ2(t),P2t(A2t,B2t)
M2t

[

P2t(A2t, B2t)(g2t(x2)) − ρ2(t)
{

F2(t, u2(t), v2(t))

−
(

f2(t, w2(t)) − h2(t, x2(t))
)}]

, (4.2)

where ρi : Ω → (0,∞) is a measurable function.

Proof. The proof directly follows from the definition of J
ρi(t),Pit(Ait,Bit)
Mit

for i =
1, 2.

Based on Lemma 4.2, we construct the following iterative algorithm for finding
the approximate solution of SRVI (2.1)-(2.2).

Iterative Algorithm 4.1. For each i = 1, 2, let Ni : Ω × H1 → F(H1), Si :
Ω×H2 → F(H2), Ti : Ω×Hi → F(Hi) be random fuzzy mappings satisfying the
condition (C). Let Ñi : Ω×H1 → CB(H1), S̃i : Ω×H2 → CB(H2), T̃i : Ω×Hi →
CB(Hi) be H-continuous random multi-valued mappings induced by Ni, Si and
Ti, respectively. Let fi, gi, hi : Ω×Hi → Hi be single-valued random mappings and
Mi : Ω × Hi → 2Hi be multi-valued random mapping such that for each fixed t ∈
Ω, Mi(t, ·) : Hi → 2Hi is Pi-monotone mapping with gi(t, H)∩dom(Mi(t, H)) 6= ∅.
Let Fi : Ω × Hi × Hi → Hi be a random mapping.

For each (x1, x2) ∈ H1×H2, let Q1(t, x1(t), x2(t)) ⊆ g1(Ω, H1) and Q2(t, x1(t),
x2(t)) ⊆ g2(Ω, H2), where Q1 : Ω × H1 × H2 → 2H1 , Q2 : Ω × H1 × H2 → 2H2 be
multi-valued mappings defined by

Q1(t, x1(t), x2(t))

=
⋃

u1(t)∈Ñ1(t,x1(t))

⋃

v1(t)∈S̃1(t,x2(t))

⋃

w1(t)∈T̃1(t,x1(t))

J
ρ1(t),P1t(A1t,B1t)
M1t

[

P1t(A1t, B1t)(g1t(x1))

− ρ1(t)
{

F1(t, u1(t), v1(t)) −
(

f1(t, w1(t)) − h1(t, x1(t))
)}]

, (4.3)

Q2(t, x1(t), x2(t))

=
⋃

u2(t)∈Ñ2(t,x1(t))

⋃

v2(t)∈S̃2(t,x2(t))

⋃

w2(t)∈T̃2(t,x2(t))

J
ρ2(t),P2t(A2t,B2t)
M2t

[

P2t(A2t, B2t)(g2t(x2))

− ρ2(t)
{

F2(t, u2(t), v2(t)) −
(

f2(t, w2(t)) − h2(t, x2(t))
)}]

, (4.4)
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where ρi(t) is same as in Lemma 4.2.

Let, for any given measurable mappings x0
i : Ω → Hi, (i = 1, 2), the multi-

valued random mappings Ñi(·, x0
1(·)) : Ω → CB(H1), S̃i(·, x0

2(·)) : Ω → CB(H2),
T̃i(·, x0

i (·)) : Ω → CB(Hi) are measurable by Lemma 3.2. Hence, there exist
measurable selections u0

i : Ω → H1 of Ñi(·, x0
1(·)), v0

i : Ω → H2 of S̃i(·, x0
2(·)) and

w0
i : Ω → Hi of T̃i(·, x0

i (·)), by Himmelberg [51]. Let

a0 = J
ρ1(t),P1t(A1t,B1t)
M1t

[

P1t(A1t, B1t)(g1t(x
0
1)) − ρ1(t)

{

F1(t, u
0
1(t), v

0
1(t))

−
(

f1(t, w
0
1(t)) − h1(t, x

0
1(t))

)}]

∈ Q1(t, x
0
1(t), x

0
2(t)) ⊆ g1(Ω, H1), (4.5)

b0 = J
ρ2(t),P2t(A2t,B2t)
M2t

[

P2t(A2t, B2t)(g2t(x
0
1)) − ρ2(t)

{

F2(t, u
0
2(t), v

0
2(t))

−
(

f2(t, w
0
2(t)) − h2(t, x

0
2(t))

)}]

∈ Q2(t, x
0
1(t), x

0
2(t)) ⊆ g2(Ω, H2). (4.6)

Hence there exists (t, x1
1(t)) ∈ Ω × H1 such that a0 = g1(t, x

1
1(t)) and (t, x1

2(t)) ∈
Ω × H2 such that b0 = g2(t, x

1
2(t)), and we observe that, for each i = 1, 2, x1

i :
Ω → Hi is measurable. Further, by Lemma 3.3, there exist measurable selections
u1

i : Ω → H1 of Ñi(·, x1
1(·)), v1

i : Ω → H2 of S̃i(·, x1
2(·)) and w1

i : Ω → Hi of
T̃i(·, x1

i (·)) such that ∀t ∈ Ω,

‖u0
1(t) − u1

1(t)‖1 ≤ (1 + 1) H1

(

Ñ1(t, x
0
1(t)), Ñ1(t, x

1
1(t))

)

,

‖u0
2(t) − u1

2(t)‖1 ≤ (1 + 1) H1

(

Ñ2(t, x
0
1(t)), Ñ2(t, x

1
1(t))

)

,

‖v0
1(t) − v1

1(t)‖2 ≤ (1 + 1) H2

(

S̃1(t, x
0
2(t)), S̃1(t, x

1
2(t))

)

,

‖v0
2(t) − v1

2(t)‖2 ≤ (1 + 1) H2

(

S̃2(t, x
0
2(t)), S̃2(t, x

1
2(t))

)

,

‖w0
1(t) − w1

1(t)‖1 ≤ (1 + 1) H1

(

T̃1(t, x
0
1(t)), T̃1(t, x

1
1(t))

)

,

‖w0
2(t) − w1

2(t)‖2 ≤ (1 + 1) H2

(

T̃2(t, x
0
2(t)), T̃2(t, x

1
2(t))

)

. (4.7)

Let

a1 = J
ρ1(t),P1t(A1t,B1t)
M1t

[

P1t(A1t, B1t)(g1t(x
1
1)) − ρ1(t)

{

F1(t, u
1
1(t), v

1
1(t))

−
(

f1(t, w
1
1(t)) − h1(t, x

1
1(t))

)}]

∈ Q1(t, x
1
1(t), x

1
2(t)) ⊆ g1(Ω, H1), (4.8)

b1 = J
ρ2(t),P2t(A2t,B2t)
M2t

[

P2t(A2t, B2t)(g2t(x
1
1)) − ρ2(t)

{

F2(t, u
1
2(t), v

1
2(t))

−
(

f2(t, w
1
2(t)) − h2(t, x

1
2(t))

)}]

∈ Q2(t, x
1
1(t), x

1
2(t)) ⊆ g2(Ω, H2). (4.9)

Hence there exist (t, x2
1(t)) ∈ Ω × H1 such that a1 = g1(t, x

2
1(t)) and (t, x2

2(t)) ∈
Ω × H2 such that b1 = g2(t, x

2
2(t)). It is easy to observe that x2

i : Ω → Hi is
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measurable. Continuing the above process, we can define the following random it-
erative sequences {xn

1 (t)}, {xn
2 (t)}, {un

1 (t)}, {un
2 (t)}, {vn

1 (t)}, {vn
2 (t)}, {wn

1 (t)} and
{wn

2 (t)} for solving SRVI (2.1)-(2.2) as follows:

g1

(

t, xn+1
1 (t)

)

= J
ρ1(t),P1t(A1t,B1t)
M1t

[

P1t(A1t, B1t)(g1t(x
n
1 ))

− ρ1(t)
{

F1(t, u
n
1 (t), vn

1 (t)) −
(

f1(t, w
n
1 (t)) − h1(t, x

n
1 (t))

)}]

,

(4.10)

g2

(

t, xn+1
2 (t)

)

= J
ρ2(t),P2t(A2t,B2t)
M2t

[

P2t(A2t, B2t)(g2t(x
n
1 ))

− ρ2(t)
{

F2(t, u
n
2 (t), vn

2 (t)) −
(

f2(t, w
n
2 (t)) − h2(t, x

n
2 (t))

)}]

,

(4.11)

‖un
1 (t) − un+1

1 (t)‖1 ≤ (1 + (1 + n)−1) H1

(

Ñ1(t, x
n
1 (t)), Ñ1(t, x

n+1
1 (t))

)

,

‖un
2 (t) − un+1

2 (t)‖1 ≤ (1 + (1 + n)−1) H1

(

Ñ2(t, x
n
1 (t)), Ñ2(t, x

n+1
1 (t))

)

,

‖vn
1 (t) − vn+1

1 (t)‖2 ≤ (1 + (1 + n)−1) H2

(

S̃1(t, x
n
2 (t)), S̃1(t, x

n+1
2 (t))

)

,

‖vn
2 (t) − vn+1

2 (t)‖2 ≤ (1 + (1 + n)−1) H2

(

S̃2(t, x
n
2 (t)), S̃2(t, x

n+1
2 (t))

)

,

‖wn
1 (t) − wn+1

1 (t)‖1 ≤ (1 + (1 + n)−1) H1

(

T̃1(t, x
n
1 (t)), T̃1(t, x

n+1
1 (t))

)

,

‖wn
2 (t) − wn+1

2 (t)‖2 ≤ (1 + (1 + n)−1) H2

(

T̃2(t, x
n
2 (t)), T̃2(t, x

n+1
2 (t))

)

. (4.12)

where n = 0, 1, 2, . . . , and ρi(t) is given as in Lemma 4.1.

5 Convergence Analysis

Theorem 5.1. For each i = 1, 2, let Ni : Ω × H1 → F(H1), Si : Ω × H2 →
F(H2), Ti : Ω × Hi → F(Hi) be random fuzzy mappings satisfying the condition
(C). Let Ñi : Ω×H1 → CB(H1) be λNi

(t)-H1-Lipschitz continuous random multi-
valued mapping induced by Ni; let S̃i : Ω×H2 → CB(H2) be λSi

(t)-H2-Lipschitz
continuous random multi-valued mapping induced by Si and T̃i : Ω×Hi → CB(Hi)
be λTi

(t) − Hi-Lipschitz continuous random multi-valued mappings induced by
Ti. Let fi, gi, hi : Ω × Hi → Hi be single-valued random mappings where fi

is λfi
Lipschitz continuous, gi is (di, ei)-relaxed cocoercive mappings and hi is

λhi
-Lipschitz continuous. Let Fi : Ω × Hi × Hi → Hi is random (µi, ηi)-mixed

Lipschitz continuous. Let Mi : Ω × Hi → 2Hi be multi-valued random mappings
such that for each fixed t ∈ Ω, Mi(t, ·) : Hi → 2Hi is Pi-monotone mappings
with gi(t, H) ∩ dom(Mi(t, H)) 6= ∅. Suppose that, there are measurable functions
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ξi : Ω → (0, 1) with the assumption

‖P1t(A1t, B1t)(g1t(x
n
1 )) − P1t(A1t, B1t)(g1t(x

n−1
1 ))‖1 ≤ ξ1(t)‖x

n
1 (t) − xn−1

1 (t)‖1,
(5.1)

‖P2t(A2t, B2t)(g2t(x
n
2 )) − P2t(A2t, B2t)(g2t(x

n−1
2 ))‖2 ≤ ξ2(t)‖x

n
2 (t) − xn−1

2 (t)‖2.
(5.2)

If the following conditions hold:

θ(t) := max
{

L1(t)
(

ξ1(t) + ρ1(t)
[

λh1
(t) +

(

µ1(t)λN1
(t) + λf1

(t)λT1
(t)

)])

+ L2(t)µ2(t)λN2
(t), L2(t)

(

ξ2(t) + ρ2(t)
[

λh2
(t) +

(

η2(t)λS2
(t)

+ λf2
(t)λT2

(t)
)])

+ L1(t)η1(t)λS1
(t)

}

< 1,

and

L1(t) :=
1

[α1(t) − β1(t) − ρ1(t)m1(t)]

√

1 + 2d1(t)

2e1(t) + 3
,

L2(t) :=
1

[α2(t) − β2(t) − ρ2(t)m2(t)]

√

1 + 2d2(t)

2e2(t) + 3
. (5.3)

Then there exist measurable mappings (x1, x2, u1, u1, v1, v2, w1, w2) such that SRVI
(2.1)-(2.2) hold. Moreover, un

1 (t) → u1(t), un
2 (t) → u2(t), vn

1 (t) → v1(t), vn
2 (t) →

v2(t), wn
1 (t) → w1(t) and wn

2 (t) → w2(t) as n → ∞, where {un
1 (t)}, {un

2 (t)}, {vn
1 (t)},

{vn
2 (t)}, {wn

1 (t)}, {wn
2 (t)} are the random sequences obtained by Iterative Algorithm

4.1.

Proof. Since gi is (di, ei)-relaxed cocoercive, for i = 1, 2, by using Lemma 3.2, we
have the following estimate:

‖xn+1
1 (t) − xn

1 (t)‖1

= ‖g1(t, x
n+1
1 (t)) − g1(t, x

n
1 (t)) + xn+1

1 (t) − xn
1 (t) − (g1(t, x

n+1
1 (t)) − g1(t, x

n
1 (t)))‖1

≤ ‖g1(t, x
n+1
1 (t)) − g1(t, x

n
1 (t))‖2

1

− 2〈g1(t, x
n+1
1 (t)) − g1(t, x

n
1 (t)) − xn+1

1 (t) + xn
1 (t), xn+1

1 (t) − xn
1 (t)〉1

≤ (1 + 2d1(t))‖g1(t, x
n+1
1 (t)) − g1(t, x

n
1 (t))‖2

1 − (2 + 2e1(t))‖x
n+1
1 (t) − xn

1 (t)‖2
1,

and

‖xn+1
2 (t) − xn

2 (t)‖2

= ‖g2(t, x
n+1
2 (t)) − g2(t, x

n
2 (t)) + xn+1

2 (t) − xn
2 (t) − (g2(t, x

n+1
2 (t)) − g2(t, x

n
1 (t)))‖2

≤ ‖g2(t, x
n+1
2 (t)) − g2(t, x

n
2 (t))‖2

2

− 2〈g2(t, x
n+1
2 (t)) − g2(t, x

n
2 (t)) − xn+1

2 (t) + xn
2 (t), xn+1

2 (t) − xn
2 (t)〉2

≤ (1 + 2d2(t))‖g2(t, x
n+1
2 (t)) − g2(t, x

n
2 (t))‖2

2 − (2 + 2e2(t))‖x
n+1
2 (t) − xn

2 (t)‖2
2,
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which implies that

‖xn+1
1 (t) − xn

1 (t)‖1 ≤

√

1 + 2d1(t)

2e1(t) + 3
‖g1(t, x

n+1
1 (t)) − g1(t, x

n
1 (t))‖1, (5.4)

‖xn+1
2 (t) − xn

2 (t)‖2 ≤

√

1 + 2d2(t)

2e2(t) + 3
‖g2(t, x

n+1
2 (t)) − g2(t, x

n
2 (t))‖2. (5.5)

Now by using Theorem 3.10 and Iterative Algorithm 4.1, we have

‖g1(t, x
n+1
1 (t)) − g1(t, x

n
1 (t))‖1

= ‖J
ρ1(t),P1t(A1t,B1t)
M1t

[P1t(A1t, B1t)(g1t(x
n
1 )) − ρ1(t){F1(t, u

n
1 (t), vn

1 (t))

− (f1(t, w
n
1 (t)) − h1(t, x

n
1 (t)))}] − J

ρ1(t),P1t(A1t,B1t)
M1t

[P1t(A1t, B1t)(g1t(x
n−1
1 ))

− ρ1(t){F1(t, u
n−1
1 (t), vn−1

1 (t)) − (f1(t, w
n−1
1 (t)) − h1(t, x

n−1
1 (t)))}]‖1

≤
1

[α1(t) − β1(t) − ρ1(t)m1(t)]

[

‖P1t(A1t, B1t)(g1t(x
n
1 )) − P1t(A1t, B1t)(g1t(x

n−1
1 ))‖1

+ ρ1(t)‖F1(t, u
n
1 (t), vn

1 (t)) − F1(t, u
n−1
1 (t), vn−1

1 (t))‖1

+ρ1(t)‖f1(t, w
n
1 (t)) − f1(t, w

n−1
1 (t))‖1 + ρ1(t)‖h1(t, x

n
1 (t))) − h1(t, x

n−1
1 (t))‖1

]

(5.6)

and

‖g2(t, x
n+1
2 (t)) − g2(t, x

n
2 (t))‖2

= ‖J
ρ2(t),P2t(A2t,B2t)
M2t

[P2t(A2t, B2t)(g2t(x
n
2 )) − ρ2(t){F2(t, u

n
2 (t), vn

2 (t))

− (f2(t, w
n
2 (t)) − h2(t, x

n
2 (t)))}] − J

ρ2(t),P2t(A2t,B2t)
M2t

[P2t(A2t, B2t)(g2t(x
n−1
2 ))

− ρ2(t){F2(t, u
n−1
2 (t), vn−1

2 (t)) − (f2(t, w
n−1
2 (t)) − h2(t, x

n−1
2 (t)))}]‖2

≤
1

[α2(t) − β2(t) − ρ2(t)m2(t)]

[

‖P2t(A2t, B2t)(g2t(x
n
2 )) − P2t(A2t, B2t)(g2t(x

n−1
2 ))‖2

+ ρ2(t)‖F2(t, u
n
2 (t), vn

2 (t)) − F2(t, u
n−1
2 (t), vn−1

2 (t))‖2

+ρ2(t)‖f2(t, w
n
2 (t)) − f2(t, w

n−1
2 (t))‖2 + ρ2(t)‖h2(t, x

n
2 (t))) − h2(t, x

n−1
2 (t))‖2

]

.
(5.7)

Since F1 is (µ1, η1)-mixed Lipschitz continuous and F2 is (µ2, η2)-mixed Lipschitz
continuous and H1-Lipschitz continuity of multi-valued mappings Ñ1, S̃1 and H2-
Lipschitz continuity of multi-valued mappings Ñ2, S̃2, we have

‖F1(t, u
n
1 (t), vn

1 (t)) − F1(t, u
n−1
1 (t), vn−1

1 (t))‖1

≤ µ1(t)‖u
n
1 (t) − un−1

1 (t)‖1 + η1(t)‖v
n
1 (t) − vn−1

1 (t)‖2

≤ µ1(t)λN1
(t)

(

1 + (1 + n)−1
)

‖xn
1 (t) − xn−1

1 (t)‖1

+ η1(t)λS1
(t)

(

1 + (1 + n)−1
)

‖xn
2 (t) − xn−1

2 (t)‖2, (5.8)
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and

‖F2(t, u
n
2 (t), vn

2 (t)) − F2(t, u
n−1
2 (t), vn−1

2 (t))‖2

≤ µ2(t)‖u
n
2 (t) − un−1

2 (t)‖2 + η2(t)‖v
n
2 (t) − vn−1

2 (t)‖2

≤ µ2(t)λN2
(t)

(

1 + (1 + n)−1
)

‖xn
1 (t) − xn−1

1 (t)‖1

+ η2(t)λS2
(t)

(

1 + (1 + n)−1
)

‖xn
2 (t) − xn−1

2 (t)‖2. (5.9)

Since, for each i = 1, 2, fi is λfi
-Lipschitz continuous and Ti is Hi-Lipschitz

continuous, we have

‖f1(t, w
n
1 (t))−f1(t, w

n−1
1 (t))‖1 ≤ λf1

(t)λT1
(t)

(

1 + (1 + n)−1
)

‖xn
1 (t)−xn−1

1 (t)‖1,
(5.10)

and

‖f2(t, w
n
2 (t))−f2(t, w

n−1
2 (t))‖2 ≤ λf2

(t)λT2
(t)

(

1 + (1 + n)−1
)

‖xn
2 (t)−xn−1

2 (t)‖2.
(5.11)

Since hi is λhi
-Lipschitz continuous, we have

‖h1(t, x
n
1 (t)) − h1(t, x

n−1
1 (t))‖1 ≤ λh1

(t)‖xn
1 (t) − xn−1

1 (t)‖1, (5.12)

and

‖h2(t, x
n
2 (t)) − h2(t, x

n−1
2 (t))‖2 ≤ λh2

(t)‖xn
2 (t) − xn−1

2 (t)‖2. (5.13)

From (5.1), (5.4), (5.6), (5.8), (5.10) and (5.12), it follows that

‖xn+1
1 (t) − xn

1 (t)‖1

≤ L1(t) [(ξ1(t) + ρ1(t)[λh1
(t) + L(n)(µ1(t)λN1

(t) + λf1
(t)λT1

(t))])

×‖xn
1 (t) − xn−1

1 (t)‖1 + η1(t)λS1
(t)L(n)‖xn

2 (t) − xn−1
2 (t)‖2

]

, (5.14)

where

L1(t) =
1

[α1(t) − β1(t) − ρ1(t)m1(t)]

√

1 + 2d1(t)

2e1(t) + 3
; L(n) =

(

1 + (1 + n)−1
)

.

(5.15)
Also, from (5.2), (5.5), (5.7), (5.9), (5.11) and (5.13), it follows that

‖xn+1
2 (t) − xn

2 (t)‖2

≤ L2(t) [(ξ2(t) + ρ2(t)[λh2
(t) + L(n)(η2(t)λS1

(t) + λf2
(t)λT2

(t))])

×‖xn
2 (t) − xn−1

2 (t)‖2 + µ2(t)λN2
(t)L(n)‖xn

1 (t) − xn−1
1 (t)‖1

]

, (5.16)

where

L2(t) =
1

[α2(t) − β2(t) − ρ2(t)m2(t)]

√

1 + 2d2(t)

2e2(t) + 3
; L(n) =

(

1 + (1 + n)−1
)

.

(5.17)
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From (5.14) and (5.17), we have

‖xn+1
1 (t) − xn

1 (t)‖1 + ‖xn+1
2 (t) − xn

2 (t)‖2

≤
[

L1(t)(ξ1(t) + ρ1(t)[λh1
(t) +

(

1 + (1 + n)−1
)

(µ1(t)λN1
(t) + λf1

(t)λT1
(t))])

+ L2(t)µ2(t)λN2
(t)

(

1 + (1 + n)−1
)

]‖xn
1 (t) − xn−1

1 (t)‖1

+ [L2(t)(ξ2(t) + ρ2(t)[λh2
(t) +

(

1 + (1 + n)−1
)

(η2(t)λS2
(t) + λf2

(t)λT2
(t))])

+ L1(t)η1(t)λS1
(t)

(

1 + (1 + n)−1
)

]‖xn
2 (t) − xn−1

2 (t)‖2

≤ θn(t)
(

‖xn
1 (t) − xn−1

1 (t)‖1 + ‖xn
2 (t) − xn−1

2 (t)‖2

)

, (5.18)

where

θn(t) := max
{

L1(t)
(

ξ1(t) + ρ1(t)
[

λh1
(t) + L(n)

(

µ1(t)λN1
(t) + λf1

(t)λT1
(t)

)])

+ L2(t)µ2(t)λN2
(t)L(n) , L2(t)

(

ξ2(t) + ρ2(t)
[

λh2
(t) + L(n)

(

η2(t)λS2
(t)

+λf2
(t)λT2

(t)
)])

+ L1(t)η1(t)λS1
(t)L(n)

}

, (5.19)

and

L1(t) :=
1

[α1(t) − β1(t) − ρ1(t)m1(t)]

√

1 + 2d1(t)

2e1(t) + 3
;

L2(t) :=
1

[α2(t) − β2(t) − ρ2(t)m2(t)]

√

1 + 2d2(t)

2e2(t) + 3
; L(n) :=

(

1 + (1 + n)−1
)

.

Letting n → ∞, we have

θ(t) := max
{

L1(t)
(

ξ1(t) + ρ1(t)
[

λh1
(t) + µ1(t)λN1

(t) + λf1
(t)λT1

(t)
])

+ L2(t)µ2(t)λN2
(t), L2(t)

(

ξ2(t) + ρ2(t)
[

λh2
(t) + η2(t)λS2

(t)

+ λf2
(t)λT2

(t)
])

+ L1(t)η1(t)λS1
(t)

}

. (5.20)

Define ‖.‖∗ on H1 × H2 by

‖(x1(t), x2(t))‖∗ = ‖x1(t)‖1 + ‖x2(t)‖2, ∀(x1(t), x2(t)) ∈ H1 × H2. (5.21)

It is observed that (H1 × H2, ‖.‖∗) is a Banach space. Define zn+1(t) = (xn+1
1 (t),

xn+1
2 (t)). Then we have

‖zn+1(t) − zn(t)‖∗ = ‖xn+1
1 (t) − xn

1 (t)‖1 + ‖xn+1
2 (t) − xn

2 (t)‖2. (5.22)

From condition (5.3), we know that 0 < θ(t) < 1, and hence there exists an n0 > 0
and θ0(t) ∈ (0, 1) such that θn(t) ≤ θ0(t) for all n ≥ n0. Therefore by (5.18) and
(5.22), we have

‖zn+1(t) − zn(t)‖∗ ≤ θ0(t)‖z
n(t) − zn−1(t)‖∗, ∀n ≥ n0. (5.23)
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It follows from (5.3) that

‖zn+1(t) − zn(t)‖∗ ≤ (θ0(t))
n−n0‖zn0+1(t) − zn0(t)‖∗.

Hence, for any m ≥ n > n0, it follows that

‖xm
1 (t) − xn

1 (t)‖1 ≤ ‖zm(t) − zn(t)‖∗ ≤
m−1
∑

i=n

‖zi+1(t) − zi(t)‖∗

≤
m−1
∑

i=n

(θ0(t))
i−n0‖zn0+1(t) − zn0(t)‖∗. (5.24)

Since 0 < θ0(t) < 1, it follows from (5.24) that ‖xm
1 (t)−xn

1 (t)‖ → 0 as n → ∞, and
hence {xn

1 (t)} is a Cauchy sequence in H1. By the same argument, it follows that
{xn

2 (t)} is also Cauchy sequence in H2. Thus, there exists (x1(t), x2(t)) ∈ H1×H2

such that xn
1 (t) → x1(t) and xn

2 (t) → x2(t) as n → ∞.
Now, we prove that un

1 (t) → u1(t), un
2 (t) → u2(t), vn

1 (t) → v1(t), vn
2 (t) →

v2(t), wn
1 (t) → w1(t) and wn

2 (t) → w2(t). In fact it follows from the Lipschitz
continuity of Ñ1, S̃1, Ñ2, S̃2, T̃1, T̃2 and Iterative Algorithm 4.1 that,

‖un
1 (t) − un−1

1 (t)‖1 ≤ λN1
(t)

(

1 + (1 + n)−1
)

‖xn
1 (t) − xn−1

1 (t)‖1,

‖un
2 (t) − un−1

2 (t)‖1 ≤ λN2
(t)

(

1 + (1 + n)−1
)

‖xn
1 (t) − xn−1

1 (t)‖1,

‖vn
1 (t) − vn−1

1 (t)‖2 ≤ λS1
(t)

(

1 + (1 + n)−1
)

‖xn
2 (t) − xn−1

2 (t)‖2,

‖vn
2 (t) − vn−1

2 (t)‖2 ≤ λS2
(t)

(

1 + (1 + n)−1
)

‖xn
2 (t) − xn−1

2 (t)‖2,

‖wn
1 (t) − wn−1

1 (t)‖1 ≤ λT1
(t)

(

1 + (1 + n)−1
)

‖xn
1 (t) − xn−1

1 (t)‖1,

‖wn
2 (t) − wn−1

2 (t)‖1 ≤ λT2
(t)

(

1 + (1 + n)−1
)

‖xn
2 (t) − xn−1

2 (t)‖2. (5.25)

From (5.25), we know that {un
1 (t)}, {un

2 (t)}, {vn
1 (t)}, {vn

2 (t)}, {wn
1 (t)}, {wn

2 (t)}
are also Cauchy sequences. Therefore, there exist ui(t) ∈ Ñi(t, x1(t)), vi(t) ∈
S̃i(t, x2(t)), wi(t) ∈ T̃i(t, xi(t)) (i = 1, 2) such that un

1 (t) → u1(t), un
2 (t) →

u2(t), vn
1 (t) → v1(t), vn

2 (t) → v2(t), wn
1 (t) → w1(t) and wn

2 (t) → w2(t) as n → ∞.
Further

d(u1(t), N1(t, x1(t))) ≤ ‖u1(t) − un
1 (t)‖1 + d(un

1 (t), N1(t, x1(t)))

≤ ‖u1(t) − un
1 (t)‖1 + H(N1(Ω, xn

1 (t)), N1(t, x1))

≤ ‖u1(t) − un
1 (t)‖1 + t1‖x

n
1 (t) − x1(t)‖1 → 0 as n → ∞.

(5.26)

Since Ñ1(t, x1(t)) ⊂ H1 is closed, we have u1(t) ∈ Ñ1(t, x1(t)) ⊂ H1. Similarly,
we have u2(t) ∈ Ñ2(t, x2(t)), v1(t) ∈ S̃1(t, x1(t)), v2(t) ∈ S̃2(t, x2(t)), w1(t) ∈
T̃1(t, x1(t)), w2(t) ∈ T̃2(t, x2(t)), ∀t ∈ Ω, (x1(t), x2(t)) ∈ H1 × H2.

Finally, we define

w1(t) = J
ρ1(t),P1t(A1t,B1t)
M1t

[

P1t(A1t, B1t)(g1t(x1)) − ρ1(t)
{

F1(t, u1(t), v1(t))

−
(

f1(t, w1(t)) − h1(t, x1(t))
)}]

, (5.27)
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w2(t) = J
ρ2(t),P2t(A2t,B2t)
M2t

[

P2t(A2t, B2t)(g2t(x2)) − ρ2(t)
{

F2(t, u2(t), v2(t))

−
(

f2(t, w2(t)) − h2(t, x2(t))
)}]

. (5.28)

Now, we estimate

‖g1(x
n+1
1 )(t) − w1(t)‖1

≤
1

[α1(t) − β1(t) − ρ1(t)m1(t)]

[

ξ1(t) + ρ1(t)
[

λh1
(t) +

(

1 + (1 + n)−1
)

×
(

µ1(t)λN1
(t) + λf1

(t)λT1
(t)

)]

‖xn+1
1 (t) − x1(t)‖1

+ η1(t)λS1
(t)

(

1 + (1 + n)−1
)

‖xn+1
2 (t) − x2(t)‖2

]

, (5.29)

and

‖g2(x
n+1
2 )(t) − w2(t)‖2

≤
1

[α2(t) − β2(t) − ρ2(t)m2(t)]

[

µ2(t) + ρ2(t)
[

λh2
(t) +

(

1 + (1 + n)−1
)

×
(

η2(t)λS2
(t) + λf2

(t)λT2
(t)

)]

‖xn+1
2 (t) − x2(t)‖2

+ µ2(t)λN2
(t)

(

1 + (1 + n)−1
)

‖xn+1
1 (t) − x1(t)‖1

]

. (5.30)

Now, it follows from (5.22), (5.29) and (5.30) that

‖(g1(x
n+1
1 (t)), g2(x

n+1
1 (t))) − (w1(t), w2(t))‖∗

= ‖g1(x
n+1
1 )(t) − w1(t)‖1 + ‖g2(x

n+1
2 )(t) − w2(t)‖2

≤ θn
1

(

‖xn+1
1 (t) − x1(t)‖1 + ‖xn+1

2 (t) − x2(t)‖2

)

→ 0, as n → ∞.

(5.31)

Thus

g1(t, x
n+1
1 (t)) = w1(t)

= J
ρ1(t),P1t(A1t,B1t)
M1t

[

P1t(A1t, B1t)(g1t(x1)) − ρ1(t)

×
{

F1(t, u1(t), v1(t)) −
(

f1(t, w1(t)) − h1(t, x1(t))
)}]

, (5.32)

g2(t, x
n+1
2 (t)) = w2(t)

= J
ρ2(t),P2t(A2t,B2t)
M2t

[

P2t(A2t, B2t)(g2t(x2))) − ρ2(t)

×
{

F2(t, u2(t), v2(t)) −
(

f2(t, w2(t)) − h2(t, x2(t))
)}]

. (5.33)

By Lemma 4.2, it follows that (x1(t), x2(t), u1(t), u2(t), v1(t), v2(t), w1(t), w2(t)) is
a solution of SRVI (2.1)-(2.2). This completes the proof.
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Remark 5.2. For each i = 1, 2, let αi, βi, mi, di, ei, ξi, µi, ηi, λhi
, λSi

, λNi
, λTi

be constant measurable functions. Then

(i) It is clear that αi(t) > βi(t), αi(t), βi(t) > 0 and αi(t) > ρi(t)mi(t) + βi(t).

(ii) If gi is (di(t), ei(t))-relaxed cocoercive, then di(t)ei(t) > 1
4 with di(t) > ei(t).

(iii) Further, θ(t) < 1 and conditions (5.1)-(5.3) holds for some suitable values of
constants, for example: α1(t) = 5, α2(t) = 6, β1(t) = 2, β2(t) = 3, m1(t) =
2, m2 = 3, d1(t) = 0.6, d2(t) = 0.7, e1(t) = 0.5, e2(t) = 0.4, ξ1(t) =
0.1, ξ2(t) = 0.2, λh1

(t) = 0.1, λh2
(t) = 0.15, λS1

(t) = 0.15, λS2
(t) =

0.1, λN1
(t) = 0.15, λN2

(t) = 0.2, µ1(t) = 0.2, η1(t) = 0.1, µ2(t) =
0.1, η2(t) = 0.2, λf1

(t) = 0.2, λf2
(t) = 0.15, λT1

(t) = 0.1, λT2
(t) =

0.2, ρ1(t) = 0.1, ρ2(t) = 0.2.

(iv) 0 < ρi(t) ∈
(

0, αi(t)−βi(t)
mi(t)

)

, ρ1(t) ∈ (0, 1.5), ρ2(t) ∈ (0, 1).

Remark 5.3. If the random mapping g1 : Ω × H1 → H1 is (d1(t), e1(t))-relaxed
cocoercive mapping and λ1(t)-Lipschitz continuous, then we can observe that g1

is either (e1(t) − d1(t)λ1(t)
2
)-strongly monotone or (d1(t)λ1(t)

2 − e1(t))-relaxed

strongly monotone according as either d1(t)λ1(t)
2

< e1(t) or d1(t)λ1(t)
2

> e1(t).
Hence, we have taken care of this argument in our main result. Thus, the method
presented in this paper improves the corresponding methods developed by many
authors for solving variational inclusions involving relaxed-cocoercive and Lipschitz
continuous mappings.
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