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Abstract : In this work, we propose a maximal client coverage algorithm for
solving the p-center problem. The algorithm is created to locate p facilities and
assign clients to them in order to minimize the maximum distance between clients
and the facilities. We consider both uncapacitated and capacitated cases where
demands of clients and capacities of facilities are taken into account. The simu-
lations to test the proposed algorithm are also given and compared with method
given by Albareda-Sambola et al. in 2010. Optimal solutions of the test problems
are found using branch and bound algorithm to compare the optimality gaps of
the proposed heuristics. The proposed heuristics solutions are found to be sta-
tistically faster than the reference algorithm at the significance level α = 0.01 in
both uncapacitated and capacitated cases.
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1 Introduction

Location problems consist of a set of clients and a set of potential sites where
facilities can be located. The p-center problem (PC) is a class of location problems
having a specific objective function to minimize the maximum distance between
each client and the facility it is assigned to, providing that the number of opened
facilities are not greater than p. This problem can be partitioned into the uncapac-
itated and capacitated cases. The uncapacitated case is a basic p-center problem
that does not include the demands of clients and capacities of facilities. In the
capacitated case, each client has a certain demand to meet and the facilities have
capacity restrictions, i.e. the total demands of clients assigned to a facility cannot
exceed the facility’s capacity. The p-center problem has been studied together
with p-median problem.

The p-center problem has been of interest since its first appearance in a pub-
lication in 1964 by Hakimi [1]. Problems on general connecting graphs have been
proved to be NP-Hard ([2, 3]). An algorithm for the 1-center problem in O(n) time
was presented in [4]. Gonzalez [5] introduced a greedy heuristic for the p-center
problem. Hochbaum and Shmoys [6] proposed a heuristic for p-center problem
as follows. Initially, all distances in a graph are sorted in nondecreasing order.
An edge with minimum distance was found and removed so that the number of
connected graphs after removing all edges with higher distances is fewer than p.
Hansen et al. [7] proposed the variable neighborhood search to solve p-median
problem. The basic idea was to carry out a systematic change of neighborhood
within a local search algorithm. The new solution obtained from partitioning the
current solution set, randomly changing some variables elements in the partitions,
and repartitioning until a better set of solutions is found. Then Mladenovic et
al. [8] showed that heuristics for the p-median problem could be adapted for solv-
ing the p-center problem. They used the tabu search and variable neighborhood
methods to solve the p-center problem and compared the result with method in
[6]. Both tabu search and variable neighborhood methods significantly outperform
the method in [6]. The variable neighborhood method is generally better than the
tabu search method, which otherwise generally performs slightly better for smaller
p. Pallottino et al. [9] used local search heuristics to solve the p-center problem
in capacitated case.

In 1970, Minieka [10] first used a series of set covering problems which, later,
Daskin [11] modified using the maximum cover version of this approach. Later,
Ilhan and Pinar [12] applied this idea to a method, under which at each step, a
cover distance was chosen and increased until all clients can be covered within this
distance by using at most p facilities. A polynomial exact algorithm for capacitated
p-center problem in tree networks is developed by Jaeger and Goldberg [13]. The
method described in the article solves set-covering subproblems on trees with a
polynomial algorithm. Bläser [14] designed an exact algorithm for the p-partial
vertex cover problem and showed that this problem can be solved in a polynomial
time for a certain p. In 2006, Ozsoy and Pinar [15] used [12] idea to solve the
capacitated case by labeling the quantity of demand to clients and the capacity to
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facility. Then, Albareda-Sambola et al. [16] improved their result by considering
only clients in a given radius and improving the result using Lagrangian relaxation.

We develop a maximal client coverage algorithm to solve the p-center problem
by combining set covering problem and greedy algorithm. The algorithms are
given for both uncapacitated and capacitated cases.

2 The Model Formulation

To formulate the mathematical model, we introduce the following notations.

I = {1, 2, . . . , n} is a set of clients,

J = {1, 2, . . . , m} is a set of potential facility sites,

fj is a facility set up cost for facility j ∈ J where fj is a constant number,

dij is a transportation cost or distance from client i to facility j, we assume
that I∪J is a node set of a complete graph, and dij is the minimum transportation
cost or shortest path between facility j and client i,

xij =

{

1 if client i is assigned to facility j,

0 otherwise,

yj =

{

1 if facility j is opened,

0 otherwise.

The model can be formulated as follows:

(UPC) min z

s.t.
∑

j∈J

dijxij ≤ z ∀i ∈ I

∑

j∈J

yj ≤ p

∑

i∈I

xij ≤ nyj ∀i ∈ J

∑

j∈J

xij = 1 ∀i ∈ I

xij ∈ {0, 1} ∀i ∈ I, j ∈ J
yj ∈ {0, 1} ∀j ∈ J

where p is a number of facilities to be located, z, in the first constraints, are
the maximum distance between a client and the facility it is assigned to. The
second constraint is to ensure that at most p facilities can be opened. The third
constraints are to guarantee that the client is assigned to the opened facility. The
last constraints are to ensure that each client is assigned to some facility.
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The model for p-center capacitated case (CPC) can be formulated as the UPC
model with an extra constraint on the demands and capacities,

∑

i∈I

hixij ≤ Qjyj ,

where hi is the demand of client i and Qj is the capacity of facility j.

3 The Proposed Method for Solving p-Center

Problem

We adapted the idea for solving p-center problem, from Ilhan and Pinar [15]
which used a series of set covering problem and improved the algorithm created
by Albareda-Sambola [16] as follows:

In order to solve the problem, let us denote D1 < D2 < · · · < Dmax be the
sorted distinct entries of the distance dij . Obviously, the value of the optimal
solution is one of the element in D = {D1, D2, . . . , Dmax}.

Define radius δ for each facility j ∈ J and for each client i ∈ I,

Y δ
j denote the set of clients whose distance to facility j does not exceed the

radius.

Xδ
i denote the set of facilities whose distance to client i does not exceed the

radius. Obviously, if Xδ
i = ∅. ∃i cannot cover all clients by opened facility hence

infeasible.

Let D∗ = {D∗

i = min dij , ∀i = 1, . . . , n} is a set of minimum distance for each
clients connect to facility, D∗

max = max{D∗

i , ∀i} is a minimum value which Xδ
i 6= ∅.

Du and Dl are upper bound and lower bound where u and l are the indices of
the upper bound and lower bound in the set D.

3.1 Main algorithm

We carried out our idea for solving p-center problem as follows:

Step 1: Select initial lower and upper bounds, set the radius to the median
of the lower and upper bounds.

Step 2: Solve the maximal client coverage problem with the given radius.

Step 3: If the solution of the maximal client coverage problem is possible to
cover all clients with p facilities, set the upper bound to be the radius. Else, set
the lower bound to be the radius.

Step 4: If the lower and upper bounds are close enough to each other, go to
Step 5. Else, set the radius to be the median of the lower and upper bounds and
go to Step 2.

Step 5: If the lower bound is the solution of PC, the solution is the lower
bound. Else, the solution is the upper bound.
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This method which can be done in O(n3 log n) can be summarized in a block
diagram shown in Figure 1.

Calculate radius

Solve SP1 for uncapacitated case
Update

 upper bound 

Update

 lower bound 

Step 1 in main 

algorithm 

Solve SP2 for capacitated case

Given 

radius

Subproblem: maximal client coverage problem

feasible

infeasible

Knapsack problem

If lower and upper bounds are close enough to each other, stop. Else 

Stopping rule

Figure 1. The process of the proposed algorithm for the p-center problem

Now, we show step by step of main algorithm as the follows:
Step 1: Select an initial Dl = D∗

maxand Du = Dmax and set ε = ⌈(u + l)/2⌉,
δ = Dε.

Step 2: Solve SP1 using radius=δ.
Step 3: If the solution of SP1 < n, set Dl = δ, l = ε.

Else, Du is set to be δ and u = ε.
Step 4: If u − l > 1, set ε = ⌈(u + l)/2⌉, δ = Dε and go to Step 2.

Else, go to Step 5.
Step 5: Solve SP1 by using radius Dl.

If the solution of SP1< n, the solution of PC=Du.
Else, Dl is the solution of PC.

3.2 Subproblem

A maximal client coverage problem to use in the method of the uncapacitated
p-center problem can be formulated as follows:

SP1 max
∑

i∈Xδ
i

∑

j∈Y δ
j

xij

s.t.
∑

j∈J

xij = 1 ∀i ∈ I

∑

i∈Xδ
j

xij ≤ nyj ∀j ∈ J

∑

j∈J

yj ≤ p.
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The SP1 is a model for finding the maximum number of clients assigned to opened
facilities in the radius δ. Recall n is the number of clients, if the solution of
SP1 < n, then PC is infeasible.

For the capacitated p-center problem, the model can be formulated by using
the maximal client coverage problem with capacitated restriction, where the second
constraints in SP1 are replaced by

∑

i∈Xδ
j

hixij ≤ Qjyj ∀j ∈ J

called the modified problem, SP2.
Our idea for solving a maximal client coverage problem was carried out as

follows:
Step 1: Find clients who connect to only one facility in the given coverage

radius, then open that facility.
Step 2: Assign clients who connect exclusively to the opened facility in Step

1 by using knapsack problem, delete all clients who have been assigned a facility.
Step 3: If the number of opened facilities is fewer than p, go to Step 4. Else,

stop.
Step 4: If there are clients who connect to only one facility in the given

coverage radius go to Step 1. Else, choose one unopened facility having maximum
number of connecting clients to be opened and go to Step 2.

The knapsack problem used in Step 2 can be formulated as follows:

max
∑

i∈I

hixij

s.t.
∑

i∈I

hixij ≤ Qj.

For uncapacitated case, we assume hi = 1 and Qj = a number of clients. Our
method for solving the knapsack problem was carried out as follows:

Step 1: Construct a candidate set whose distances to the facility are less than
the given radius and whose demands are less than the facility’s capacities.

Step 2: Assign clients in candidate set who have a maximum demand to the
facility.

Step 3: Update capacity of the facility and update the candidate set.
Step 4: If the candidate set is empty, stop. Else, go to Step 2.

4 Computational Results and Discussions

The experiments are run on Dell Inspiron 1440 Intel Core 2 Duo T6500 2.10
GHz and 2 GB of RAM with MATLAB 7.9.0. In each case, 100 random data sets
were tested using the algorithms of both uncapacitated and capacitated cases.
Tables 1 and 2 show the results in the uncapacitated case. Minimum, maximum
and average CPU times of the simulations are compared in Table 1 between the
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proposed algorithm and the algorithm in [16]. The percentage gap between the
solutions found and the optimal solution using branch and bound algorithm is
illustrated in Table 2. The CPU times and the optimality gaps of the capacitated
case are shown in Table 3 and Table 4.

Table 1. Average CPU times of 100 random data sets in uncapacitated case.
size Time spent using Time spent using

the proposed algorithm (s) algorithm 3 given in [16] (s)
m,n p min t max t avg t min t max t avg t
50 5 0.0000 0.0312 0.0087 0.0312 0.0624 0.0229
50 10 0.0156 0.0468 0.0123 0.0468 0.0624 0.0270
50 15 0.0156 0.0468 0.0148 0.0468 0.0780 0.0309
50 20 0.0156 0.0468 0.0144 0.0468 0.0780 0.0326
100 10 0.0624 0.0936 0.0373 0.1716 0.2184 0.1005
100 20 0.0936 0.1560 0.0526 0.2184 0.2652 0.1203
100 30 0.1092 0.1560 0.0640 0.2496 0.3276 0.1388
100 50 0.1092 0.1560 0.0658 0.2652 0.3120 0.1437
500 50 4.8828 5.4288 5.1730 8.8873 10.0729 9.6751
500 100 5.5536 6.0840 5.9046 10.7593 11.2897 11.0042
500 150 6.6300 7.1448 6.9015 11.5549 12.7405 12.4347
500 200 7.4880 8.2369 7.9561 13.1929 14.3473 13.8824

Table 2. The percentage gap between the solutions found and the optimal
solution in uncapacitated case.

size The percentage gap using The percentage gap using
the proposed algorithm (%) algorithm 3 given in [16] (%)

m,n p min % max % avg % min % max % avg %
50 5 0.0000 3.0339 0.1389 0.0000 4.1125 0.1593
50 10 0.0000 4.1942 0.0827 0.0000 4.1942 0.1526
50 15 0.0000 4.3970 0.0562 0.0000 4.3970 0.0067
50 20 0.0000 4.0071 0.9283 0.0000 4.0071 0.3970
100 10 0.0000 9.1812 3.0878 0.0000 12.1491 4.1354
100 20 0.0000 11.9220 3.0679 0.0000 11.9220 2.9341
100 30 0.0000 11.2499 3.0199 0.0000 15.0339 3.0014
100 50 0.0000 15.7710 5.2499 0.0000 14.3823 6.0095
500 50 0.0000 17.0468 7.2184 0.0000 16.1159 7.5501
500 100 0.0000 15.5630 9.2319 0.0000 15.6411 9.3462
500 150 0.0000 16.1031 10.2265 0.0000 17.9902 10.7621
500 200 0.0000 20.1152 10.9789 0.0000 20.5501 11.0052
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Table 3. Average CPU times of 100 random data sets in capacitated case.
size Time spent using Time spent using

the proposed algorithm (s) algorithm 3 given in [16] (s)
m,n p min t max t avg t min t max t avg t
50 5 7.9280 8.9420 8.5848 9.8201 11.5829 10.8357
50 10 10.5801 11.9997 11.3257 12.2661 13.2957 12.7372
50 15 11.9545 13.7017 13.1089 13.3737 20.4718 15.4735
50 20 13.6705 14.8093 14.2960 15.6810 20.6090 17.5951
100 10 100.6463 110.5853 107.2575 143.3517 151.0540 148.3112
100 20 104.7094 117.2238 106.8407 148.8308 155.5308 153.5285
100 30 108.7547 120.7513 118.2543 153.5853 161.7792 160.1656
100 50 111.2760 124.2551 120.8143 164.5497 178.9340 167.6020
400 40 338.6797 349.5060 345.2435 440.9172 469.1299 465.2630
400 80 351.6551 370.6991 363.9293 455.2858 478.5688 474.6541
400 120 362.1626 379.8909 371.3500 471.7572 493.4694 489.6892
400 150 380.1190 399.9593 387.1966 500.7537 529.0119 522.7482

Table 4. The percentage gap between the solutions found and the optimal
solution in capacitated case.

size The percentage gap using The percentage gap using
the proposed algorithm (%) algorithm 3 given in [16] (%)

m,n p min % max % avg % min % max % avg %
50 5 0.0000 19.2319 5.5630 0.0000 24.2942 7.3462
50 10 0.0000 14.4505 3.1818 0.0000 15.9619 3.5132
50 15 0.0000 18.0838 2.2638 0.0000 17.0046 3.4018
50 20 0.0000 17.2290 4.1455 0.0000 17.7749 4.0760
100 10 0.0000 23.9133 7.1361 0.0000 20.8173 5.2399
100 20 0.0000 25.1524 5.8693 0.0000 27.8687 7.1233
100 30 0.0000 26.8258 4.5797 0.0000 26.0844 5.1839
100 50 0.0000 19.5383 7.5499 0.0000 23.3998 7.2400
400 40 0.0000 35.9961 10.1450 0.0000 36.2599 10.4173
400 80 0.0000 40.0782 12.8530 0.0000 39.8001 13.0497
400 120 0.0000 37.4427 10.6221 0.0000 38.4314 10.9027
400 150 0.0000 43.1067 10.3510 0.0000 44.9106 9.9448

A modified algorithm is proposed in this paper to solve the p-center problem.
We introduce the maximal client coverage problem with fixed radius to find the
lower and upper bounds of p-center problem and use knapsack problem to find
the solution to the maximal client coverage problem. The average-case results
indicate that the proposed algorithm is statistically faster than algorithm 3 given
in [16] with the significance level α = 0.01 in both uncapacitated and capacitated
cases. Branch and bound algorithm is used to find the optimal solution of each
test which was compared to the solution of the proposed and reference algorithms.
The average percentage errors of proposed algorithm are found to be similar at all
significance levels for both cases.
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