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2010 Mathematics Subject Classification : 60H30; 60H05.

1 Introduction

In [1], Toh et al. defined his forward Itô-McShane integral using the general-
ized Riemann approach. This approach was discovered independently by Kurzweil
[2] and Henstock [3] in 1950s. They used non-uniform meshes (meshes that vary
from point to point) instead of the uniform meshes as depicted in the usual Rie-
mann approach. The power of this approach lies in the fact that it can integrate
highly oscillatory functions which the usual Riemann approach fails to handle.
The forward Itô-McShane integral uses forward filtration. Moreover, the δ-fine
division is belated in the sense that the associated points (or tags) are always on
the left endpoints of the subintervals. This preserves the adaptedness property of
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the integral with respect to the forward filtration. Furthermore, the δ-fine belated
division is partial since a full division may not exist.

In this paper, we define backwards Itô integral using the same approach. But
this time, it is with reversed time frame, that is, if all processes start at time
t = 0 and progress to a later time t, here, we fix a time T and then proceed
backwards to some earlier time s. Furthermore, backwards δ-fine division and
backwards filtration were used. Backwards δ-fine division in a sense that we choose
the right endpoint of the subintervals as tags so that our integral can assume the
adaptedness property with respect to the backwards filtration. Here, backwards
δ-fine division is partial since a full division may not exist. Now, note that the
forward and backward integrals of a process with respect to a Brownian motion
have different values. This is due to the fact that a Brownian motion is not of
bounded variation. Thus, the forward and backwards stochastic integrals are not
equivalent.

Now, one might ask if there is a corresponding integral that considers a full
division on an interval [a, b]. The answer is affirmative. In [4], Boonpogkrong and
Chew defined integral which considers a homogeneous McShane δ-fine full division
on an interval [a, b], that is, all interval-point pairs that cover the interval [a, b]
are McShane δ-fine. Here, we define McShane backwards Itô integral with a full
division that is composed of backwards δ-fine and McShane δ-fine partial divisions.
Unlike the backwards Itô integral, this integral yet to be defined does not assume
adaptedness property. In this paper, we shall prove that these two integrals are
equivalent.

2 Preliminaries

Throughout this note, R denotes the set of real numbers, R
+
0 the set of non-

negative real numbers, N the set of positive integers and (Ω,G, P) denotes a prob-
ability space. Let {Gs : 0 ≤ s ≤ T } be a family of sub σ-algebras of G. Then
{Gs : 0 ≤ s ≤ T } is called a backwards filtration if Gt ⊆ Gs for all 0 ≤ s < t ≤ T .
If in addition, {Gs : 0 ≤ s ≤ T } satisfies the following condition: (1) GT contains
all sets of P -measure zero in G; and (2) for each s ∈ [0, T ], Gs = Gs− where
Gs− =

⋂

ε>0 G
s−ε. Then {Gs : 0 ≤ s ≤ T } is called a standard backwards filtration.

We often write {Gs} instead of {Gs : 0 ≤ s ≤ T }. See [5].

A stochastic process f or simply process is a function f : Ω × [0, T ] → R,

where [0, T ] is an interval in R
+
0 and f(·, s) is Gs-measurable for each s ∈ [0, T ].

A process f = {fs : s ∈ [0, T ]} is said to be adapted to the standard backwards
filtration {Gs} if fs is Gs-measurable for each s ∈ [0, T ]. Let B =

{

Bt : t ∈ R
+
0

}

be a standard Brownian motion (BM). Let σ(Bu : s ≤ u ≤ T ) be the smallest σ-
algebra generated by {Bu : s ≤ u ≤ T }. This is the smallest σ-algebra containing
the information about the structure of BM on [s, T ].

Throughout this note, we assume that the standard backwards filtration {Gs}
is the family of σ-algebras σ(Bu : s ≤ u ≤ T ). This family is then called the
natural backwards filtration of B. Let (Ω,G, {Gs}, P) be a standard backwards
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filtering space. We write Lp(Ω) for Lp(Ω,G, P) where f ∈ Lp(Ω) if E(f)p < ∞.
For f ∈ L1(Ω), let E(f) denote the expectation of f , that is, E(f) =

∫

Ω fdP. The
conditional expectation of f given Gs is the random variable E(f |Gs).

The following lemmas are well-known.

Lemma 2.1. Let a1, a2 ∈ R and f, g ∈ L1(Ω), that is, the expectation of f and g

exist. Then for each s, t ∈ [0, T ] with s ≤ t, so that Gt ⊆ Gs we have

(i) E(a1f + a2g|G
s) = a1E(f |Gs) + a2E(g|Gs) a.s.;

(ii) E (E (f |Gs)) = E (f) a.s.;

(iii) E (fg|Gs) = fE (g|Gs) a.s., if f is Gs-measurable.

Lemma 2.2. Let u, v ∈ [0, T ]. Then

(i) E(Bv − Bu)2 = |v − u| ;

(ii) E(Bv − Bu)4 = 3(v − u)2;

(iii) E(Bv − Bu|G
v) = 0, where u ≤ v;

(iv) E(Bu|G
v) = Bv, where u ≤ v;

(v) E
[

f(Bv − Bu)2
]

= −E
[

f
(

B2
v − B2

u

)]

= E(f)(v − u), whenever f is Gv-
measurable and u ≤ v. In particular,

E(Bv − Bu)2 = −E(B2
v − B2

u).

(vi) E[f(Bv − Bu)(Bt − Bs)] = 0, whenever (u, v] and (s, t] are disjoint subin-
tervals of [0, T ] and f is Gv-measurable. In particular,

E[(Bv − Bu)(Bt − Bs)] = 0.

3 Backwards Itô Integral

In this section, we shall present the backwards Itô integral and its related
results.

Let δ be a positive function on (0, T ]. A finite collection D = {((ui, ξi] , ξi)}
n
i=1

of interval-point pairs is said to be a backwards partial division of [0, T ] if {(ui, ξi]}
n
i=1

is a finite collection of disjoint subintervals of (0, T ]. An interval-point pair
((u, ξ], ξ) is said to be backwards δ-fine if (u, ξ] ⊆ (ξ − δ(ξ), ξ], whenever
(u, ξ] ⊆ (0, T ] and ξ ∈ (0, T ]. We call D = {((ui, ξi], ξi)}

n
i=1 a backwards δ-fine

partial division of [0, T ] if D is a backwards partial division of [0, T ] and for each
i, the interval-point pair ((ui, ξi], ξi) is backwards δ-fine.

Let δ > 0. One may not be able to find a full division that covers the entire
interval (0, T ]. For example, take δ(ξ) = ξ

2 . Then the interval (0, T ] cannot be
covered by any finite collection of backwards δ-fine intervals.
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Let η > 0 be given, a backwards δ-fine partial division D is said to fail to cover
(0, T ] by at most Lebesgue measure η if

∣

∣

∣T −

n
∑

i=1

(ξi − ui)
∣

∣

∣ ≤ η.

We are now ready to define the backwards Itô integral.

Definition 3.1. Let f = {fs : s ∈ [0, T ]} be a process adapted to the standard
backwards filtering space (Ω,G, {Gs},P). Then f is said to be backwards Itô
integrable on [0, T ] if there exists an A ∈ L2(Ω) such that for any ε > 0, there
exist a positive function δ on (0, T ] and a positive number η such that for any
backwards δ-fine partial division D = {((ui, ξi], ξi)}

n
i=1 of [0, T ] that fails to cover

(0, T ] by at most Lebesgue measure η we have

E

(

|S(f, D, δ, η) − A|
2
)

≤ ε, (3.1)

where S(f, D, δ, η) =
∑n

i=1 fξi
(Bξi

− Bui
). We denote A by (BI)

∫ T

0 ftdBt.

It is not difficult to see that the backwards Itô integral (BI)
∫ T

0 ftdBt is unique
up to a set of P-measure zero by using the fact that if D is a backwards δ-fine
partial division, then D is a backwards δi-fine partial division that fails to cover
(0, T ] by at most a set of measure ηi for i = 1, 2, where δ = min{δ1, δ2} and
η = min{η1, η2} whenever D1 and D2 are backwards δi-fine partial division of
[0, T ] that fail to cover (0, T ] by at most a set of measure ηi for i = 1, 2.

The following results are standard in the classical Henstock integration theory
and the proof has been ommited, see [6, 7]. In the succeeding discussions, we
always assume that [a, b] ⊆ [0, T ].

Proposition 3.2 (Cauchy Criterion). Let f be an adapted process on [a, b]. Then
f is backwards Itô integrable on [a, b] if and only if for each ε > 0, there exist a
positive function δ on [a, b] and a positive constant η such that

E

(

|S(f, D1, δ, η) − S(f, D2, δ, η)|
2
)

≤ ε, (3.2)

whenever D1 and D2 are backwards δ-fine partial divisions of [a, b] that fail to
cover [a, b] by at most a set of measure η.

Lemma 3.3 (Henstock’s Lemma). Let f be backwards Itô integrable on [a, b] and
F (u, v) =

∫ v

u
ftdBt for any (u, v] ⊆ [a, b]. Then for every ε > 0, there exists a

positive function δ on [a, b] such that

E

(

n
∑

i=1

|fξi
(Bξi

− Bui
) − F (ui, ξi)|

2

)

≤ ε, (3.3)

whenever D = {((ui, ξi], ξi)}
n
i=1 is a backwards δ-fine partial division of [a, b].
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Theorem 3.4 (Itô Isometry). Let f be backwards Itô integrable on [0, T ]. Then
E[f2

t ] is Lebesgue integrable on [0, T ] and

E

(

∫ T

0

ftdBt

)2

=

∫ T

0

E[f2
t ]dt.

Definition 3.5. Let F = {Fs : s ∈ [0, T ]} be a stochastic process. Then the
process F is said to have an AC2- property if for each ε > 0, there exists η > 0
such that whenever {(ui, vi]}

n
i=1 is a finite collection of disjoint subintervals of

[0, T ] with
∑n

i=1 |vi − ui| ≤ η, we have

E





∣

∣

∣

∣

∣

n
∑

i=1

F (ui, vi)

∣

∣

∣

∣

∣

2


 ≤ ε.

We omit the proof of the following theorem since it is standard in the theory
of Henstock integration.

Theorem 3.6. Let f be backwards Itô integrable on [0, T ] with Φ(u, T ) =
∫ T

u
ftdBt.

Then Φ has the AC2- property.

4 McShane Backwards Itô Integral

In this section, we shall discuss the McShane Backwards Itô integral and in-
vestigate its properties.

Let δ be a positive function on (0, T ], (u, v] ⊆ (0, T ] and ξ ∈ (0, T ]. An interval-
point pair ((u, v], ξ) is said to be McShane δ-fine if (u, v] ⊆ (ξ − δ(ξ), ξ + δ(ξ)).
Then D = {((ui, vi], ξi)}

n
i=1 is said to be a McShane δ-fine partial division of [0, T ]

if {(ui, vi]}
n
i=1 is a finite collection of disjoint subintervals of [0, T ] and for each

i, ((ui, vi], ξi) is McShane δ-fine. If in addition,
⋃n

i=1(ui, vi] = (0, T ], then D is a
McShane δ-fine (full) division of [0, T ]. Note that ξ may not belong to (u, v]. It is
not difficult to see that if D is a backwards δ-fine partial division of [0, T ] then D

is a McShane δ-fine partial division of [0, T ]. However, the converse is not true.
Let δ be a positive function on (0, T ] and η a positive number. A finite collec-

tion D = {((ui, vi], ξi)}
n
i=1 of interval-point pairs is said to be η − δ- fine division

of [0, T ] if D = D1 ∪ D2 where D1 is backwards δ-fine partial division and D2

is McShane δ-fine partial division of [0, T ] with (D2)
∑

(vi − ui) ≤ η. Given any

positive function δ on (0, T ], the η − δ-fine division D of [0, T ] always exists, since
we can find a full McShane δ-fine division D2 of (0, T ] \

⋃

(u,v]∈D1
(u, v].

Now, D is said to be an η − δ-fine partial division of [0, T ] if D is a subset of
some η − δ-fine full division D′ of [0, T ]. It is not difficult to see that an η − δ-
fine partial division D of [0, T ] is a McShane partial division but not a backwards
δ-fine partial division of [0, T ].

We are now ready to define the McShane backwards Itô integral.
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Definition 4.1. Let f : Ω × [0, T ] → R be an L2(Ω) process, i.e., E(|fs|
2) < ∞

and adapted to the standard backwards filtering space (Ω,G, {Gs},P). Then f is
said to be McShane backwards Itô integrable on [0, T ] if there exists an A ∈ L2(Ω)
such that for any ε > 0, there exist a positive function δ on [0, T ] and a positive
number η such that for any η − δ- fine division D = {((ui, vi], ξi)}

n
i=1 of [0, T ], we

have

E

(

∣

∣S(f, D, η − δ) − F
∣

∣

2
)

≤ ε (4.1)

where S(f, D, η − δ) =
∑n

i=1 E (fξi
|Gvi) (Bvi

− Bui
) .

Denote the integral F by (BM)
∫ T

0
ftdBt. It is not difficult to show that the

integral is unique up to a set of P-measure zero.
The following results and their proofs are standard in the theory of Henstock

integration, see [6, 7]. Hence, the proofs are omitted.

Proposition 4.2 (Cauchy Criterion). Let f be an adapted process on [0, T ].
Then f is McShane backwards Itô integrable on [0, T ] if and only if for each
ε > 0, there exist a positive function δ on [0, T ] and a positive constant η such that
for every η − δ-fine divisions D1 and D2 of [0, T ], we have

E

(

∣

∣S(f, D1, η − δ) − S(f, D2, η − δ)
∣

∣

2
)

≤ ε. (4.2)

Proposition 4.3. Let f be an adapted process on [0, T ]. Then f is McShane
backwards Itô integrable on [0, T ] if and only if there exist A ∈ L2(Ω), a decreasing
sequence {δn(ξ)} of positive functions defined on [0, T ], and a decresing sequence
{ηn} of positive numbers, that is , 0 < δn+1(ξ) ≤ δn(ξ) and 0 < ηn+1 ≤ ηn for all
n and all ξ ∈ [0, T ], such that for every sequence {Dn} where Dn is an ηn−δn-fine
division of [0, T ] we have

lim
n→∞

E

(

∣

∣S(f, Dn, ηn − δn) − A
∣

∣

2
)

= 0. (4.3)

Proposition 4.4. Let f be McShane backwards Itô integrable on [a, c] and [c, b].
Then f is McShane backwards Itô integrable on [a, b] and further

∫ b

a

ftdBt =

∫ c

a

ftdBt +

∫ b

c

ftdBt.

Proposition 4.5. If f is McShane backwards Itô integrable on [a, b], then f is
McShane backwards Itô integrable on any subinterval [c, d] of [a, b].

5 Some Stochastic Properties

In this section, we will derive some stochastic properties of the McShane back-
wards Itô integral. The proofs are based on the ideas of the corresponding forward
Itô integral using non-uniform Riemann approach, see [1, 4, 8].
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Lemma 5.1. Let f : Ω×[0, T ] −→ R be McShane backwards Itô integrable on [0, T ]
and F (A) =

∫

A
ftdBt, where A is a left-open subinterval of (0, T ]. Let J = (c, d]

and K = (u, v] be two disjoint left-open subintervals of (0, T ]. Then

(i) F has the orthogonal increment property, that is, E(F (J)F (K)) = 0;

(ii) E(B(J)F (K)) = 0, where B(J) is the increment of BM on the subinterval
J ; and

(iii) E
{(

E
(

fξ|G
d
)

B(I) − F (I)
)

(E (fη|G
v)B(J) − F (J))

}

= 0 where ξ, η ∈ (0, T ].

Proof. Let ξi, ξj ∈ [0, T ]. By Lemma 2.1(ii) and Lemma 2.2(iii), we have

E
{

E (fξi
|Gvi) (Bvi

− Bui
)E
(

fξj
|Gvj

)

(Bvj
− Buj

)
}

= 0 (5.1)

whenever (ui, vi], (uj , vj ] are disjoint subintervals of [0, T ] with vi < uj. Similarly,
if I = (c, d] and (ui, vi] are disjoint subintervals of (0, T ] with vi < c then

E {B(I)E (fξi
|Gvi) (Bvi

− Bui
)} = 0. (5.2)

Now, let D(I) = {((ui, vi], ξi)}
n
i=1 and D(J) = {((uj, vj ], ξj)}

m
j=1 be an η − δ-fine

divisions of I and J respectively, where I and J are disjoint subintervals of (0, T ].
Then for every positive function δn of [0, T ] and positive number ηn, we have

E
[

S (f, D(I), ηn − δn) · S (f, D(J), ηn − δn)
]

= 0. (5.3)

So by Proposition 4.3, we may choose decreasing sequences {δn} and {ηn} such
that for every pair of sequences {Dn(I)} and {Dn(J)} with Dn(I) and Dn(J) both
δn − ηn-fine divisions of I, J respectively, we have

lim
n→∞

E

(

∣

∣S(f, Dn(I), ηn − δn) − F (I)
∣

∣

2
)

= 0

and

lim
n→∞

E

(

∣

∣S(f, Dn(J), ηn − δn) − F (J)
∣

∣

2
)

= 0.

Hence, E ((F (I)F (J))) = 0. Similary, E ((B(I)F (J))) = 0. Hence, (i) and (ii) hold.
Furthermore, (iii) follows directly from (i) and (ii).

The following lemma can be easily obtained from the Lemma 5.1 above.

Lemma 5.2. Let f : Ω × [0, T ] −→ R be McShane backwards Itô integrable on
[0, T ] and F (u, v) =

∫ v

u
ftdBt. Let D = {((ui, vi], ξi)}

n
i=1 be an η − δ-fine partial

division of [0, T ]. Then

(i) E

[

(D)

n
∑

i=1

E (fξi
|Gvi) (Bvi

− Bui
)

]2

= (D)

n
∑

i=1

E [E (fξi
|Gvi)]

2
(vi − ui);
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(ii) E

[

(D)

n
∑

i=1

{E (fξi
|Gvi) (Bvi

− Bui
) − F (ui, vi)}

]2

= E

[

(D)

n
∑

i=1

{E (fξi
|Gvi) (Bvi

− Bui
) − F (ui, vi)}

2

]

.

Henstock’s Lemma is an important tool to achieve our goal. The proof follows
from Lemma 5.2 (ii) above.

Lemma 5.3 (Henstock’s Lemma). Let f be McShane backwards Itô integrable on
[a, b] and F (u, v) =

∫ v

u
ftdBt for each (u, v] ⊂ [a, b]. Then for every ε > 0, there

exist a positive function δ(ξ) on [a, b] and a positive number η such that whenever
D = {((ui, vi], ξi)}

n
i=1 is an η − δ-fine partial division of [a, b] we have

E

(

(D)

n
∑

i=1

{

E (fξi
|Gvi) (Bvi

− Bui
) − F (ui, vi)

}2
)

≤ ε.

Theorem 5.4. Let f is McShane backwards Itô integrable on [0, T ] with primitive

F (s, b) =
∫ b

s
ftdBt. Then F has AC2-property on [0, T ].

Proof. Henstock’s Lemma says, for each ε > 0 there exist δ(ξ) > 0 on [a, b] and
η > 0 such that whenever D = {((ui, vi], ξ)}

n
i=1 is an η − δ-fine partial division of

[a, b] we have

E

(

∣

∣(D)

n
∑

i=1

{E (fξi
|Gvi) (Bvi

− Bui
) − F (ui, vi)}

∣

∣

2
)

≤
ε

4
. (5.4)

Hence,

E

(

∣

∣(D)

n
∑

i=1

F (ui, vi)
∣

∣

2
)

≤ 2(D)

n
∑

i=1

[

E (fξi
)
2
]

(vi − ui) +
ε

2
. (5.5)

Let D′ = {((si, ti], ξi)}
n
i=1 be a fixed η − δ-fine division of [0, T ] with M ≥

max1≤i≤n{E(f2
ξi

)}. Choose η < ε
2(M+1) . Let P = {(xi, yi]}

m
i=1 be a finite collec-

tion of disjoint subintervals of (0, T ] with (P )
∑m

i=1 |yi −xi| < η. Let {(ak, bk]}
q
k=1

be the common refinement of {(si, ti]}
n
i=1 and {(xi, yi]}

m
i=1 on

⋃m
i=1(xi, yi]. Then

⋃

k(ak, bk] =
⋃

i(xi, yi]. If (ak, bk] is a subinterval of (si, ti] then we choose ξi as
an associate tag of (ak, bk], denote it by ηk. From this construction, we obtain a
new η − δ-fine partial division D′′ = {((ak, bk], ηk)}

q
k=1 of [0, T ]. Therefore,

E

(

∣

∣(P )

m
∑

i=1

F (xi, yi)
∣

∣

2
)

≤ E

(

∣

∣(D′′)

q
∑

k=1

F (ak, bk)
∣

∣

2
)

≤ 2(D′′)

q
∑

k=1

E
(

f2
ηk

)

(bk − ak) +
ε

2

≤ 2M

q
∑

k=1

(bk − ak) +
ε

2

< ε.
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The proof is now complete.

6 The Equivalence of Two Integrals

In this section, we will establish that backwards Itô-integrability and McShane
backwards Itô-integrability are equivalent. First, we make some observations. Let
D1 = {((ui, vi], ξi)}

n
i=1 and D2 = {((sj , tj ], ηj)}

m
j=1 be two McShane δ-fine partial

divisions of [0, T ]. Let {(xk, yk]}p
k=1 be the refinement of D1 and D2. If (xk, yk] ⊂

(ui, vi] ∩ (si, ti], then choose γk = ξi or ηj . Thus, D = {((xk, yk], γk)}p
k=1 is

a McShane δ-fine partial division of [0, T ]. We remark that if D1 and D2 are
backwards δ-fine partial division, then D may not be a backwards δ-fine partial
division of [0, T ] instead D is a McShane δ-fine partial division of [0, T ]. Now note
that if D1 and D2 are η − δ-fine partial divisions of [0, T ], then D is a McShane
δ-fine partial division of [0, T ] but may not be an η − δ-fine partial division of
[0, T ].

6.1 M-integrable

To achieve our goal, we will need the notion of M-integral.

Definition 6.1 ([4]). Let f : Ω × [0, T ] −→ R be an L1(Ω)-process. Then
f is said to be M-integrable on [0, T ], if for each ε > 0 there exist a posi-
tive function δ defined on [0, T ] such that whenever D = {((ui, vi], ξi)}

n
i=1 and

D′ = {((ui, vi], ηi)}
n
i=1 are two McShane δ-fine partial divisions of [0, T ] we have

n
∑

i=1

E |(fξi
− fηi

)(vi − ui)| ≤ ε.

The following result is true. See [9].

Theorem 6.2 ([9]). Let f : Ω× [0, T ] → R be an L1-process. If f is M-integrable
on [0, T ] if and only if E(|ft|) is Lebesgue integrable on [0, T ] and their integrals
are equal.

Theorem 6.3. Let f : Ω × [0, T ] → R be an L2(Ω)-process. If f is backwards
Itô-integrable on [0, T ] if and only if f2 is M-integrable on [0, T ].

Proof. (=⇒) Let f is backwards Itô-integrable on [0, T ]. Then Theorem 3.4 says
that E[f2

t ] is Lebesgue integrable on [0, T ]. It follows by Theorem 6.2 above, that
f2 is M-integrable on [0, T ].
(=⇒) For the converse, assume that f2 is M-integrable on [0, T ]. By Definition 6.1,
for each ε > 0 there exist a positive function δ defined on [0, T ] such that whenever
D′

0 = {(ui, vi], ξi}
n
i=1 and D′′

0 = {((ui, vi], ηi)}
n
i=1 are two McShane δ-fine partial

divisions of [0, T ] we have

n
∑

i=1

E
∣

∣(f2
ξi
− f2

ηi
)(vi − ui)

∣

∣ ≤ ε. (6.1)
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Now, by using the Cauchy Criterion (Proposition 3.2) we will show that if f2 is
M-integrable on [0, T ] then f is backwards Itô-integrable on [0, T ].

Let D1 = {((ui, ξi], ξi)}
n
i=1 and D2 = {((uj , ηj ], ηj)}

m
j=1 are two backwards δ-

fine partial divisions of [0, T ] that fail to cover [0, T ] by at most a set of measure η.
As in the refinement construction, we can get D = {((xk, yk], γk)}p

k=1 a McShane
δ-fine division of [0, T ]. From this new refinement McShane division D of [0, T ],
we can get two arbitrary McShane divisions D′ = {((uk, vk], ξk)}p

k=1 and D′′ =
{((uk, vk], ηk)}p

k=1, where ξk comes from the set of tags of D1 and ηk comes from
the set of tags of D2. Therefore,

E

(∣

∣

∣(D1)

n
∑

i=1

fξi
(Bξi

− Bui
) − (D2)

m
∑

j=1

fηj
(Bηj

− Buj
)
∣

∣

∣

2)

≤ ε.

The proof is now complete.

Theorem 6.4. Let f : Ω× [0, T ] −→ R be an L2(Ω)-process. If f2 is M-integrable
on [0, T ] then f is McShane backwards Itô-integrable on [0, T ].

Proof. Suppose f2 is M-integrable on [0, T ]. Then |f2| is M-integrable on [0, T ].

Observe that f+ = {f+
t : t ∈ [0, T ]} = |f |+f

2 and f− = |f | − f+. Thus, (f+)2

and (f−)2 are M-integrable on [0, T ]. Therefore, in the following proof we may
assume that f is nonnegative. Now, we will prove this result via Cauchy crite-
rion. Let D1 = {((ui, vi], ξi)}

n
i=1 and D2 = {((uj , vj ], ηj)}

m
j=1 are two backwards

η − δ-fine divisions of [0, T ]. By the refinement procedure, as in the proof above,
we can obtain two arbitrary McShane divisions D′ = {((uk, vk], ξk)}p

k=1 and
D′′ = {((uk, vk], ηk)}p

k=1, where ξk comes from the set of tags of D1 and ηk comes
from the set of tags of D2. Therefore,

E

(∣

∣

∣(D1)

n
∑

i=1

E
[

fξi
|Gξi

]

(Bξi
− Bui

) − (D2)

m
∑

j=1

E
[

fηj
|Gηj

]

(Bηj
− Buj

)
∣

∣

∣

2)

≤

p
∑

k=1

E
∣

∣(f2
ξk

− f2
ηk

)(vk − uk)
∣

∣

≤ ε.

Therefore, f is McShane backwards Itô-integrable on [0, T ]. The proof is now
complete.

As a consequence of Theorem 6.3 and Theorem 6.4 we have the following
corollary.

Corollary 6.5. Let f : Ω× [0, T ] → R be an L2(Ω)-process. If f is backwards-Itô
integrable on [0, T ] then f is McShane backwards Itô-integrable on [0, T ].

We shall prove that the converse of the above corollary is true.
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Theorem 6.6. Let f : Ω × [0, T ] → R be an L2(Ω)-process. If f is McShane
backwards Itô-integrable then f is backwards-Itô integrable on [0, T ].

Proof. Let f be McShane backwards Itô-integrable with primitive F (u, v) on [0, T ]
and let ε > 0. Then by Henstock’s lemma, there exist a positive function δ on [0, T ]
and a positive number η such that for every η−δ-fine division D = {((ui, vi], ξi)}

n
i=1

of [0, T ] we have

E

(

(D)
n
∑

i=1

{

E (fξi
|Gvi) (Bvi

− Bui
) − F (ui, vi)

}2
)

≤
ε

4
. (6.2)

Let D1 = {((ui, ξi], ξi)}
n
i=1 be a backwards δ-fine partial division of [0, T ] that fails

to cover [0, T ] by measure at most η. Then D1 is an η − δ-fine partial division of
[0, T ].

Let {((uj , vj ], ξj)}
N
j=1 be a finite collection of subintervals of (0, T ], such that

N
⋃

j=1

(uj , vj ] = (0, T ] \

n
⋃

i=1

(ui, ξi].

Then
N
∑

j=1

(vj − uj) < η.

By Theorem 5.4,

E







∣

∣

∣

∣

∣

∣

N
∑

j=1

F (uj , vj)

∣

∣

∣

∣

∣

∣

2





≤

ε

4
.

Therefore,

E





∣

∣

∣

∣

∣

(D1)

n
∑

i=1

E
(

fξi
|Gξi

)

(Bξi
− Bui

) − F (0, T )

∣

∣

∣

∣

∣

2


 < ε.

The proof is now complete.

Finally, by Theorem 6.6 and Corollary 6.5 we have the following result.

Corollary 6.7. Let f : Ω × [0, T ] → R be an L2(Ω)-process. Then f is McShane
backwards Itô-integrable if and only if f is backwards-Itô integrable on [0, T ].
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[5] D. Applebaum, Lévy Processes and Stochastic Calculus. Cambridge Univer-
sity Press, 2004.

[6] R. Henstock, Lectures on the Theory on integration, World Scientific Singa-
pore, 1988.

[7] P.Y. Lee, Lanzhou Lectures on Henstock Integration, World Scientific Pub-
lishing. Co. Pte. Ltd., 1989.

[8] T.L. Toh, T.S. Chew, A variational Approach to Itô’s integral, Proceedings
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