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Abstract : We study the global stability of a Michaelis-Menten type predator -
prey model with harvesting and delay. Sufficient conditions on the system para-
meters are derived which guarantee that the equilibrium points of the system are
globally asymptotically stable while the delay which has an effect on the stability
of this system satisfies certain conditions. Numerical simulations are shown to
confirm our theoretical results.
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1 Introduction

Population is complex therefore, biologists should have information on sur-
vival by age class, number of breeding by age, frequency distribution of ages, and
its density. These are difficult data to obtain for most populations and are often
not available because of limited time and resources. Thus, it is important to be
able to estimate the parameters when defining populations.

Harvest management has been used to control increasing population and to
meet the public demands for recreation, animal damage control or commercial
harvesting. Many populations are managed under the assumption the population
will continue to increase until it approaches the limits of the available resources to
support it.

Many authors, such as Beretta and Kuang [1] studied predator - prey model by
carrying out the global stability analysis on the delayed ratio-dependent predator
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- prey system. They proved global stability results for delayed Michaelis-Menten
type ratio-dependent predator-prey system and convergence results for the delayed
Holling-Tanner type (semi) ratio-dependent predator-prey system. Later, Hsu
et.al., [2] used a change of variables and transformed the Michaelis-Menten type
model to a Gause-type predator-prey system. They gave a complete classification
of the asymptotic behavior of the solutions of the Michaelis-Menten type ratio-
dependent model. In the work of Nindjinm et.al., [3], a sufficient condition for
global stability of the positive equilibrium of two-dimensional delayed continuous
time dynamical system was established. That model is a predator-prey food chain
in a modified Leslie-Gower model of Holling type-II scheme. Investigation was
done by constructing a Liapunov function. In [4], Aziz-Alaoui and Daher analyzed
a predator - prey model in terms of boundedness of solutions, existence of an
attracting set and global stability of the coexisting interior equilibrium.

Now, the conservative resources are important such that the focused attention
on management of harvesting in predator - prey system has become an interesting
topic in mathematical bio-economic research. The population with harvesting is
related to the renewable resource management. The exploitation of harvesting
population species is used in fishery, forestry and wildlife management. Kar and
Pahari [5] studied the effect of harvesting and time delay on the dynamics of the
generalized Gause type predator-prey models. Hoeckstra and Bergh [6] focused on
optimal harvesting of prey in a predator-prey ecosystem. They found the condi-
tions for the existence of the predators when the predators and humans compete
for prey. In this work, we generalized the model to incorporate the delay and a
harvesting term when the time delay represents an immature period or reaction
time of predator. The population dynamics with harvesting are related to the
optimal management of renewable resources.

We study some equilibriums properties for the referenced model system and
give preliminaries on boundedness and a persistent result. Then we analyze the
global stability of the system. It made for a boundary solution and sufficient
conditions are provided for the positive equilibrium of both instantaneous system
(nondelayed) and system with delay to be globally asymptotically stable.

2 Mathematical Model

Let © = xz(t) represent the prey density in time ¢. The model rests upon
the logistic equation of population dynamics. There is a natural rate of increase,
T =rz (1 — %) where r is prey intrinsic growth rate and K is carrying capacity.
The functional response is how predator hunt prey. They pay the time to search,
capture, handle, and consume at maximum rate ¢ and with the half capturing
saturation constant m. Let y = y(¢t) represent the predator density in time ¢t. We
obtain ;;jiz, the predator functional response to prey density which refers to the
change in the density of prey killed per unit time per predator as the prey density
changes. The functional response is diterminded by searching patterns, disire and
handling time of the predator, searching efficiency or number of prey density [8].
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How long does the population persist ? It is influenced by death rate (d)
and the predator grows by numerical response on consuming prey, where « is
the conversion rate when prey is consumed for predator growth. Therefore, the
ratio-dependent predator-prey model [2] takes the form

) (1 x) cry
T = re(l——)—
K my+x
ox
. _d
v = o)

with the initial conditions z(0) > 0, and y(0) > 0.

The model with time delay is a more realistic approach to the understanding
of the predator-prey dynamics. The delay in the model means when predator
consumes prey, they use the time to reproduce the next generation.

The population dynamics with harvesting is related to the optimal manage-
ment of renewable resources. The goals of management are to make the population
increase or decrease to harvest the population for a continuing yield. The harvest-
ing process as fishery and hunting includes searching for food or sport. Thus, the
harvesting is a controller of the density of population. The harvesting depends
on the effort of hunter (E) or the efficiency of the technique used to catch. The
capability coefficient of the harvesting are ¢;, and ¢2. If we put in a good effort
(labors, tools) then the harvesting rate increases. However, the rate of harvesting
is limited by a carrying capacity. So, to manage the population dynamics in ecol-
ogy, we will consider the system that has the delay and non-selective harvesting
of both species as follow,

w(t)> __cx@y®) @ Eva(t)

i(t) = ra(t) (1—7 my(t) + z(t)
(2.1)

az(t —71)

t—7)+a(t—1)

i = o (-a+ — ) - eaatt)

with the initial conditions for the delayed system: z(f) = ¢1(0) > 0, yo(0) =
¢200) > 0,0 € [-7,0] , z(0) > 0, y(0) > 0, where x(0) = z(t + 6), for
6 € [-7,0], and (o1, ¢2) € C([—7,0],R%), R2 = {(z,y)|z > 0,y > 0}.

An equilibrium point (Z,¥) is determined analytically by solving # = ¢ = 0.
The equilibrium of the above system is globally asymptotically stable if it attracts
all positive solutions of that system. Our goal is to show that the equilibrium
point of system (2.1) is globally asymptotically stable.

Proposition 2.1. The point (%(T— ¢1E1),0) is an equilibrium point of the system
(2.1) and if the conditions (i) r — qE1 > J=(a —d — qE2) and (i) o >

d + g2 Es hold, then there exists a positive equilibrium point E* = (z*,y*), where

7= (-0 —d— @) —aB) ady = 5 (i -
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Proof. By equation § = 0 in system (2.1), we get y =0 or § = Z (m — 1) .

If y = 0 and from & = 0 in system (2.1), we have Z = 0 or = +(r — @1 E1),
but in the biological model, the case that the equilibrium point (Z,7) = (0,0) is
uninteresting. Hence, we get § = 0, Z = 3 (r—gq1E1). By the conditions (i) and (i),
we obtain that the point (z*,y*), where z* = § (r — =% (o — d — 2 B2) — 1 1)

2.1). O

and y* = £ (W’;E2 - 1) , is a positive equilibrium point of the system

—~ —

m

3 Boundedness and Permanence

In this section we study the boundedness of the solutions of system (2.1)
defined on [—7, A) where A € (0, 00).

Lemma 3.1. The positive quadrant int(R%) is invariant for system (2.1).

Proof. To show that for all ¢t € [0, A), z(¢) > 0 and y(¢) > 0, suppose that it is
not true. Then, there exists a T, 0 < T < A, such that for all t € [0,T), z(t) >0
and y(t) > 0 and either z(T) =0 or y(T') = 0.

For all t € [—7,T) and from system (2.1), we have

0 = sew [ (+(1-52) —an - B a6
y(t) = y(0)exp /Ot (—d+ —_ fxf;;;()s — - ngQ) ds.  (3.2)

As (z,y) is defined and continuous on [—7,T), there is an M > 0 such that for all
te[-7T),

x(t) = 2(0) exp /Ot (r (1 - %) —qFE — %) ds > x(0) exp(—TM)

ax(s —71)

y(t) = y(0) exp/0 <—d+ mys— 1) Fals—7) q2E2> ds > y(0) exp(—TM).

Taking the limit as ¢t — T" and with initial conditions z(0) > 0,y(0) > 0, we get
z(T) > x(0)exp(—=TM) > 0 and y(T') > y(0)exp(—=T'M) > 0 which contradicts
the fact that either x(T') = 0 or y(T') = 0. Therefore, z(t) > 0, y(t) > 0 Vt €
[0, A). O

Lemma 3.2. Let (z(t),y(t)) be the solution of the system (2.1).
Then limsup,_,, . (t) < K, and if « > d + g2 F3, then

, (v — d — qe ) Kelo—d—a2E2)7
lim su t) <
t—>+oopy( ) < m(d+ q2E2)
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Proof. From the system (2.1), & < raz (1 —
ment, we have that for all ¢ € [0, 00), z(t) <
following ordinary differential equation

) . By a standard comparison argu-

K
Z(t), where Z(t) is the solution of the

i) = rem -2,

#0) = x(0) > 0.

hus,

Aslim;, 4o #(t) = K, then Z(t) and therefore z(¢) is bounded on [0, 00). T
= K. So,

as for all ¢t > 0,2(¢t) < 5:( ), then limsup, ,,  2(t) < limsup,_,,  Z(t)
limsup,_, o, z(t) < K. From the predator equation, we have

yt)(—d+a—qE») (3.4)
y(O)e(afdfngg)t

Thus, for ¢ > 7, integrating (3.4) on the interval [t — 7, ], one obtains,
y(t —7) > y(t)e T eEIT, (3.5)

Observe that there exists a T' > 0 such that, for ¢ > T, z(t) < K. Using (3.5) then
fort >T+ 71,

akK
my(t)e (a—d—B)r 4 K

gt) < yt)|—-d+ W,
By integrating,

(CY —d— q2E2)K€(O‘_d_Q2E2)t

+ (d + qa Eo)melo—d—a2E2)(t—7)"

Therefore,
. (= d — qeEo) Kelo—d=aB2)T
limsupy(t) < .
t—>+oopy( )< (d+ q2E2)m

O

Definition 3.3. The system is called permanent [1] if there exist § and 3, such
that 0 < § < f3, independent of the initial conditions, such that for all solutions of
this system,

min {liminfx( ), im inf (¢ )} >4,

t——+oo t——+oo

max {lim sup z(t), lim sup y(t)} < B.

t——+oo t——+oo

Theorem 3.4. If (i) r —q1 By > 5 and (ii) a > d+ q2E», then system (2.1) is
permanent.
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Proof. By Lemma (3.2), there is a § = max{K, L} , where

(o —d— ngg)Ke(o"d*‘mEﬂT

L= ,
(d+ qE2)m

independent of the initial conditions so that

max {hm sup z(t), lim sup y(t)} <p.

t——+oo t——+oo

We only need to show that there is a § > 0 independent of the initial conditions
such that
min {lim inf z(t), ltierinfy(t)} > 0.

t——+o0

From the prey population of the system (2.1), we have

From Lemma 3.1, z(¢) > 0,y(t) > 0 the

T

Therefore, &(t) > x (r - BT == qlEl) . By solving the diffential equation,
then 2 > (r — = — qlEl)%. Since 7 > = + q1 Fy, taking the lim inf we get,

K c
im i > (ro S o . .
lim inf z(t) > (T — qlEl) >0 (3.6)

t——+o0 T

Let’s denote x = % (r — % — qlEl) .
Now, we consider liminf;_, ;o y(¢t). From (3.6) and Lemma 3.2, there exists a
T such that for ¢t > T+ 7, x(t) > z/2, Wher e x = liminf; 4o 2(t). Thus,

< y(t f367/)2+ z/2 q2E2> (3.7)

Next, for a large t, —y(t — 7) > —y(t)e(*%F2)7 Then equation (3.7) becomes,

(t) > y(t) (—y(t)m(d + Q2E2)€(d+qu2)T +(a—d- q2E2)£/2)

my(t)e(dJrihEz)T + £/2

Therefore,

(a — d — q2E2)£6_(d+q2E2)T
li f > = 0. 3.8
tlglﬁgo y(®) 2m(d + g2 E») y= (3.8)

Since § = min(z, y) > 0, then we have shown that the system (2.1) is permanent.
O
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As prey density is bounded by the carrying capacity K, to prevent the popula-
tion overflow, the death rate d and harvesting rate g2 F2 of predator, y(¢), should
be less than the growth rate a. Growth rate of the predators depends on the pop-
ulation of prey that is bounded by a carrying capacity such that predator density
depends on the carrying capacity K also. In the case that the density of prey and
predator are very small, the growth rate should be bigger than the death rate and
harvesting rate of both populations to keep the population from extinction.

Theorem 3.5. If & >1r — q1E 4+ d + q2E», then system (2.1) is not persistent.

Proof. System (2.1) is said not to be persistent if

t——+o0 t——+oo

min (hminfx( ), im inf y(¢ )> =0

for some positive solutions z(t),y(t). Let £ > r — ¢1E1 + d + g2E> in system

(2.1). Then there exists an ¢ > 0, such that m+€ =r—qF +d+ q@FEs or
r— mia —qE1 = —(d+ @2E3). We let § = % < ¢ and claim that for all

t>0, 8 < e. Then, lim;_, ;o x(t) = 0. Otherwise, there is a time ¢, such that

zgtlg =¢ and for ¢t € [0,t1), 23 < g. Then, for t € [0,¢1], we have

c
r < — —qFB ) =-0d Ey)x.
17_117<7" mie O 1> (d+ q2FB2)x
Since & < —(d+q2E2)x(t), it implies that z(t) < 2(0)e(?+92F2)t n a similar man-
ner, for all t > 0, §(t) > —y(t)(d+qz2F2) which implies that y(t) > y(0)e~(¢+aF2)t,
This shows that for ¢ € [0, 1]

z(t) _ =(0)

mgm:5<€

a contradiction to the existence of ¢1, proving the claim. Now, consider z(t) <
z(0)e~(+a2E2)t for all ¢ > 0, which implies limy_, 1o 2(t) = 0. Hence, the system
(2.1) is not persistent. O

Theorem 3.6. If (i) % >r—qFE1+d+qFEs, (i) a < (d+qE2)(1+2), where
€ = GooBrrdrnE) — Mo then there exist positive solutions (x(t),y(t)) of system
(2.1) such that lims—, 4o (z(t), y(t)) = (0,0).

Proof. By condition (i) and Theorem 3.5 we have lim;_, 4o 2(¢) = 0 and for ¢ > 0,
then z(t)/y(t) < e, provided that § = z(0)/y(0) < e. By condition (ii) implies
that for ¢t > 7,

y(t) < y(t) (—d+ ELH - qQEQ) .

Therefore, y(t) < —sy(t) where s = (—d + o/(Z + 1) — g2F2), which implies
y(t) < y(0)e " such that lim;— ;. y(t) = 0. We can therefore conclude that
lim oo (2(8), (1)) = (0,0). O
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4 Global Stability Analysis

Theorem 4.1. If (i) = < r —qE1 and (ii) o < d+ qoE>, then (#,O) is
globally asymptotically stable for system (2.1).

Proof. If o < d + q2F», clearly lim;, 4 y(t) = 0, and liminf; . z(t) > z.
By Theorem 3.4, z = % (r — = qlEl) . Then, for any ¢ € (0,r), there exists
T = T(e), such that for ¢t > T,

x(t) (r—e—bx(t) — @ E1) <z < z(t) (r —bx(t) — 1 E1)

—qE
so that z(t) = ef(fqullElﬁt_kb.
Hence, lim;_, 4o 2(t) = #, proving the theorem. O

In the following section, we will show global stability by using a Lyapunov
function [7]. Thus, we start by considering the autonomous system of delay dif-
ferential equations , from

X =f(X0), Xu(0)=X(t+0) (4.1)

where f : C — R is a continuous function. Let X* be an equilibrium point of f.
If V : C — R is a continuous function, we define the derivative of V relative of
equation (4.1) as

V(9) = Vas = lim & [V(X0(9)) ~ V(9]

Theorem 4.2. Suppose V : C — R is continuous and there exist non-negative
functions p1(a) and pa(a) such that py(a) — oo as a — oo

(1) V(#) = pa(|o(0)]) and (i) V(¢) < —p2(|$(0)))-
Then, the equilibrium point X* of equation (4.1) is stable and every solution is
bounded. If in addition ps(a) is positive definite, then X* is globally asymptotically
stable [7].

Next, we give a result on the global asymptotic stability of the positive equi-
librium. We rewrite the system (2.1), by letting U({) = mLJrC, Ur=U(=)T =
r—2*T=y—y* and U = U — U* where m € RT and we change the variables
(z,y) — (@, u) where u = z/y which is not singular in the interior of R%, therefore

implying that if (z,u) — (z*,u*) then (z,y) — (z*,y*) then (2.1) becomes,
r = (z+z") (—b:c—l—c[[i: —@D (4.2)
u <—b3‘c e [Z - #} —aUu(t—71)) - U*]) .

In the following, we define the new variables as follows

-
I

vi(t) =z — %, v(t) =u—u" vt —7) =ult —7) —u*. (4.3)
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such that v; > —x*, vo > —u* and the function:

muvo

f(v2) = U(U) -U" = (m+u)(m+u*) (4'4)
B . mua(t — 1)
float—7)) = Uit—-71)-U"= o Falt =)t (4.5)
Observe that:
f(v2)va > 0 and f(ve)ve =0 iff vg =0
f'(w) = (m+u)(m+u*)
Since,
v Uuw) Vg _ 1
w ouw (mtu)(m+ur) mf(w)' (4.6)
Thus, the system (4.2) becomes
= I +v1) [ bU1+:1f ’Ug} (4.7)
= (u" +v9) [ buy + Cf (v2) — af(va(t — 7)) -
Consider f(va(t — 7)) = f(va(t ft L f(va(€))dE, with floa(t)) = W =
f'(v2)vi2(t), where 1(t) = 42 Then
¢
flop(t=7)) = [flva(t)) - . £ (v2)vi2(8))dE. (4.8)
Therefore, from (4.8) v5 of system (4.7) becomes
v o= (W ) [—bvl ~(a= =) fw2) +a f’(uz)v'g(g))dg]
m t—1
such that, from (4.2), finally we get:
1).1 = (I* + ’Ul) |:—b’Ul + %f(vg)}
(4.9)
= () b= (o= Z) s ba [ flma@)as].
Changing the initial time by letting
ve = (v1(t + 0),va(t + 6)), 6 € [-21,0], (4.10)

we have the following Lemma.
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Lemma 4.3. For the trivial solution of (4.9), there exists the Lyapunov functional
Vs : C([-27,0],R) — R4

b * *
Va(vy) = EC <v1—:1:*1n <x ;vl)> + <’02—U*1I1 <u ;02)>

+% /:T /: {bvf(ﬁ) + %fQ(Uz(@) + af?(va (€ - T))] de¢ds

+ /H F2(va(s))ds (4.11)

whose time deriwative along the solutions of (4.9) is

. b ar 1 am —c b c
< - == — 2_ - — — — 2' .
Vs (v) < (c 5 )mbv1 {( — ) ar (2 +a+ )] vy. (4.12)

Proof. Construct the Lyapunov function

Vl(vt):w<vl —2*ln (x:m» + (Ug—u*ln (“TW» (4.13)

where w € Ry is an arbitrary constant to be chosen later.
Consider Vi (v;) where vy = 0, we have

Vi (0) :w(O—x*ln (:”; )) + (0—u*ln (“; )) —0.

Next, consider the derivative of (v1 —z*ln (xx—“’l)) and (v2 —u*In (“—t”))

u

x,f”—;m and (1 —
positive. Therefore, V3 (v;) > 0 for v, > 0.
The derivative of Vi (v;) along v, is

with respect to vy, we have (1 — u“—m), respectively, which are

Vi(ve) = Vi ti + Vi, v
t
cw c .
= —bwvf + Ef(vg)vl — bvjvy — (a - E) f(v2)vg + avg - I/ (v2)via (€))dE.
By using the function (4.5), therefore,
. - _ 2 V1V _ _ _ £
Vi(vy) = wbvy + cw T u)m ) buivg (a m) f(v2)ve

oy / L)),

Since WM < ﬁ where m > 0, we have
t

Vi(v)) < —wbv?+ (% - b) v1vg — (a - %) f(v2)ve + avg/ I (v2)v2(8))dE.

t—7
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Since vy = u [—bvy + < f(v2) — af (v2(t — 7))] , then
Vl(vt) < —wbv% + (% - b) V1V — (a - %) f(v2)vg

ta [ fw)bea(®u(©)en () + —va(t)u(©)F (12(6))

t—T1

—awz(t)u(§) f(v2(§ — 7))]d¢. (4.14)
Consisder vz (t)u(€) f(v2(€ — 7)) < 5 (03 + (&) f2(v2(§ — 7)) -

Therefore, we get

Vi(vy) < —wbuf + (E — b) V1Vg — (a — E) f(v2)ve

+-a (b+ % + a) vi(t) | f(v2)de

g | P Ee@ [+ ) + af (e - )] dea1s)

By choosing w = % and substituting in (4.15), we get

. b’m 9 1

Vi(vy) < UL (a - %) fv2)va + e (b—i— % + a) v3(t) /ttT I (vg)d€

+%tifﬂ@ﬁ@ﬂmﬁ+%ﬁ@g+aﬁuﬂg—ﬂﬂ%. (4.16)

Observe that

f'(v2) = <=,  fllou® = <m. (4.17)

1
(m4u)(m+u*) m

We have
- c ar c 9
< 02 _ = - —
Vi(n) < v} = (@ = =) foa)vs + o (b4 = +a) (1)
am [* c
+T / [bvf + —f*(va) + af*(va (€ — 7'))} dg. (4.18)
t—1 m
From the structure of (4.18), we construct a new function
Va(vr) = Vi(w)
am [t [ c
b [ 30 + S r0a(€) + afoae - 7)) deds(a19)
t—71 Js
Considering the case v, = 0, we get V2(0) = V41(0) + 0 = 0. Since Vi (v;) > 0 and

an ftZT f; [bv%(f) + £ 2 (v2(8)) + af? (v2(€ — T))} déds > 0 for v; > 0, we have
Va(ve) > 0 for v, > 0.
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The derivative of Va(v;) depends on vy and vs as

t

Vi) = Vi) + 5 [ (bR () + 2 (wa(0) + af (alt — 7)) ds
S [ [k + S + a2 als - )] ds
< (Bt (- S s+ g (o4 )
%%2) +2 ;anQ(vg(t — 7). (4.20)

From the structure of (4.20), we construct the Lyapunov function again as

a2mT

2

Va(ve) = Va(u) + F2(va(s))ds. (4.21)

t—T
Since V2(0) = 0, V5(0) = 0 and, since Va(v) > 0, and 0‘2;’” ftth ?(va(s))ds > 0
for vy > 0, Va(v;) is therefore positive definite.

The time derivative is given by

. . Oé2m7' Oé2m7'

Vi) = Valo) + S P ea(t) - S5 fa(t — 7))

b ar 1 am —c¢ aT 2c
which proves (4.12). Further, (4.13), (4.19) and (4.21) define the Lyapunov func-
tional (4.11). O

IN

Theorem 4.4. If (i) a > %, (i) 7 < 7" hold, where

% 2(am—
= min {—, (am = ¢) . } (4.22)
ac am(b+2a+ %)

then the (z*,y*) of (2.1) is globally asymptotically stable in R?.

Proof. To prove the global asymptotically stability of the positive equilibrium of
(2.1) is equivalent to providing that of the trivial solution of (4.9). By Theorem
4.2, and Lemma 4.3, we have the Lyapunov functional V5(v;). Let

() = Va(vy) = E(Ul—:zc*l]n(ac tv1)>+<vg—u*ln<u tU2))
m T u

+% /t; /: [bvf(ﬁ) + %f2(v2(§)) +af(va(€ — T))} d¢ds

a2mT ¢

2

F2(va(s))ds

t—7
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such that Vi(ve) > p1(Jue]), p1(+) is a continuous positive definite function of vy,
v > 0, where vy = (v1,v2) such that pq(0) = 0.

Consider the terms (v — 2*In (%)) and (’Ug —u*In (“u—m)), we can
see in Lemma 4.3 that ju;(v;) — +o00 as v; — +oo. Then, condition (i) of the
Theorem 4.2 holds for any (z,u) € R2. Furthermore, we can show that V3(v;) is

negative definite for any (z,u) € R?%. Consider
b ar 9 1 am —c¢ aTt 2c 9
b 1 — 2
(-2 mbv? 4+ — amze) o b+20¢—|——c v .
c 2 m m 2 m

VB(Ut)

IN

IN

[—)—ﬂ >0 and am=—c) _ a7 b+2a—|—% >0
c 2 m 2 m

provided that (am—c) > 0, that is (i) & > < and (ii) 7 < 22 and 7 < %

such that 7 < 7*, where 7* is given by (4.22). Hence, V3(v;) < —pua(|vs|) where
ua(+) is a positive definite function of vy, v; > 0 such that lim,, 400 p2(ve) =
+00. Therefore condition (ii) of Theorem 4.2 holds, which implies the globally
asymptotically stable of the equilibrium of (2.1). O

5 Numerical Simulations

The numerical simulations are carried out by using DDE23 in Matlab in the
following 3 cases.

Case I For the equilibrium point (Z,0), we choose the following parametric
values : r=3, m=1, K=3,¢=2,d=3,a=03,1 =1, F; =029, ¢2 =1,
E5 = 0.24 and the initial conditions are z(0) = 2 and y(0) = 3. The conditions (i)
and (ii) of Theorem 4.1 are satisfied. Then, the equilibrium point (Z,0) of systems
(2.1) is globally asymptotically stable and are identical to (2.71,0) for any time
delay 7 > 0. (See Fig. 1)

Case II For the following parametric values: r = 3.05, m = 1, K = 3,
¢c=275,d=03, a=3q =1, B =029, g2 = 1, Es = 0.24 and the initial
conditions 2(0) = 3 and y(0) = 2, the conditions (i) and (ii) of the Theorem 4.4
are satisfied. Then, the positive equilibrium point (z*,y*) of system (2.1) where
7 = 0.01 is globally asymptotically stable and is equal to (0.4967,2.2628). (See
Fig. 2)
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Case III For the initial conditions z(0) = 1 and y(0) = 2 and the following
parametric values : » =3.05, m =1, K =3, ¢ =275,d =03, aa =3, ¢1 = 1,
E1 =0.29, g2 = 1, E5 = 0.24, the condition (i) of the Theorem 4.4 is satisfied but
with 7 = 10 the condition (ii) of Theorem 4.4 is not true. Then, the persistence
of a limit cycle is observe in our simulations. (See Fig. 3)

model for T =5.
model for T =5. T T T T T T

(@)

— -y ]

Figure 1: In case I, both populations converge to their values at equilibrium point

(z,9) = (2.71,0). (a) Phase portrait in the z — y plane. (b) Time series of solutions x,
and y.
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@ model for T =0.01. 35 T T T T T T T
45 T T E—n
I — -y
\
3k ]
\
\
ar \
L
25F
Nl
NP -
3st s
()
150
b
1
25 q
050
2 . . . . .
0 05 1 15 2 25 3 . - . y . v - v v
) 10 20 30 40 50 60 70 80 %0 100

x(®

time t

Figure 2: In case II, for 7 = 0.01, the populations converge to their equilibrium values

(z*,y*) = (0.4967,2.2628). (a) Phase portrait in the  — y plane. (b) Time series of
solutions z, and y.
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model for T = 10.

model for T = 10. 7

@ 4 - - - - - - - — x()

y@
25

§

x(t) time t

Figure 3: In case III, for 7 = 10, the system (2.1) has a solution that tends to a limit
cycle. (a) Phase portrait in the z — y plane. (b) Time series of solutions z, and y.

6 CONCLUSION

In this work, we have studied the stability of a predator - prey system with
harvesting and time delay. It has two equilibrium points, which are (Z,0) where
T = (TLZ)IEI) and the positive equilibrium point (2*,y*), provided the conditions
in Proposition 2.1 hold.

The equilibrium point (Z,0) is the globally asymptotically stable when r —
aFr > % and a < d + g2F>. First condition means prey’s intrinsic growth
rate minus harvesting rate of prey is greater than the ratio of the capturing rate
of prey and a haft capturing saturation constant. The other condition means
the conversion rate when prey is consumed for conversion to predator density is
less than the mix of death rate and the harvesting rate of predator. When both
conditions hold, the extinction of the predator population will occur and the prey
population converges to a constant value.

The positive equilibrium point (z*, y*) will exist if the conditions in the Propo-
sition 2.1 hold. The first condition is that the growth rate of prey after harvesting
is still more than the ratio of the capturing rate of prey and a haft capturing
saturation constant. The second condition means the conversion rate is greater
than the mixture of death rate and the harvesting rate.

We analyzed the stability of (*,y*) by using the Lyapunov function. We
consider both the model with delay and one without delays. We found that the
time delay changes the system’s stability behavior.

In Case II, we showed that when 7 # 0 the positive equilibrium point is
globally asymptotically stable if o > = and 7 < 7*, which means the conversion
rate must be greater than the ratio of the capturing rate of prey and a haft
capturing saturation constant and the time delay 7 has to be small enough. Since
time delay represents on immature period or reaction time of predators, the small
time delay means a short period is required for the immature predators to become
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adult predators so that it can start to prey faster. By choosing an appropriate
time delay, both populations can persist.

In Case III, for the system with delay, if the condition (i) of the Theorem 4.4
is satisfied, that is o > %, but the condition (ii) of Theorem 4.4 is not true, that is
when 7 > 7%, which means the predators need a long time to become adults, then
limit cycles occur. A limit cycle results in fluctuation in the animal populations
and the resources. In nature, such limit cycle behavior has been observed, though
rarely, so that our model can reflect real situations. A stable equilibrium point
implies that populations and their consumable resources are locked into a fixed
distribute.
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