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Abstract : In this paper, the zero-truncated Bell distribution is introduced. It is modified from Bell
distribution. Its probability mass function is derived. Some properties of the distribution are presented,
e.g., mean and variance. Maximum likelihood estimation is employed for model parameter estimation.
Finally, the proposed distribution is applied to fit with a real data set. The finding result of fitting the
proposed distribution to real data set is included. It shows that the proposed distribution has the smallest
minus log-likelihood where fitting to the real data set among zero-truncated Poisson and zero-truncated
Poisson-Shanker distributions.
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1 Introduction

Count data is referred to the number of observations, events and items that are enumerated per
period or area, so it is nonnegative integer values [1]. Moreover, count data has a role in many fields,
including public health, medicine, epidemiology, biology, ecology, agriculture, social science, econometric,
and engineering [2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12].

In count data analysis, Poisson distribution is played central role. Poisson distribution is fitted with
the data which its mean equals variance, it is called equidispersion [1, 7]. In practice, the mean is not
equal the variance, if the mean is less than the variance called overdispersion whereas if the mean is
greater than the variance called underdispersion [1].

Bell distribution is a special case of multiple Poisson process that has one parameter. The importance
of Bell distribution’s properties is the small value of the parameter in Bell distribution caused approaching
Poisson distribution [13].

In count data analysis, sometime zero counts are excluded in the analysis, it is so called zero-
truncated distribution [9]. Zero-truncated distribution is the distribution that separating zero counts
from the data and analyzing the other accordingly [1,6]. Some examples of zero-truncated distributions
are zero-truncated Poisson (ZTP) [2], zero-truncated negative binomial (ZTNB) [14], zero-truncated
Poisson-Shanker (ZTPS) [11] and zero-truncated negative binomial-generalized exponential (ZTNB-GE)
distributions [10].

Sometime, zero counts are not interested, e.g. the length of stay of a patient in the hospital [1,6], the
time that a whale stays at the surface before submerging per hour [15], the number of injured from the
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accident on the road per month [15], etc., so the zero-truncated distribution is proposed.
In this research, we proposed zero-truncated Bell (ZTB) distribution. The characteristics (mean and

variance) and the plots of its probability mass function (pmf) are provided. The maximum likelihood esti-
mation (MLE) is used to estimate the parameter. Finally, we will show the efficiency of ZTB distribution
comparing with ZTP and ZTPS distributions with the real data set.

2 Preliminaries

2.1 Zero-Truncated Distribution

In count data analysis, we can consider into 2 categoricals, truncated part and un-truncated part. In
this research, we truncate the data that no observation (zero-truncated). The probability mass function
(pmf) of the zero-truncated distribution can be written as

f(x) =
g(x)

1− g(0)
; x = 1, 2, 3, ... (2.1)

where g(x) is the pmf of the un-truncated distribution [10, 16, 17, ,18, 19].

In the literature, there are many zero-truncated distribution e.g. zero-truncated Poisson (ZTP)
distribution [2], Zero-truncated negative binomial (ZTNB) distribution [14].

The ZTP distribution was introduced in 1952 by David and Johnson [2]. If X is distributed as ZTP
with parameter λ, then its pmf is

f(x;λ) =
e−λλx

(1− e−λ)x!
; x = 1, 2, 3, ... (2.2)

In the last century, there were many authors investigated and extended the ZTP distribution, e.g.,
several goodness of fit tests for the ZTP distribution were presented [20] although, the ZTP distribution
is modified and applied, e.g., zero-truncated bivariate Poisson distribution [21], truncated generalized
Poisson distribution [22], truncated generalized Poisson distribution [5], intervened truncated Poisson
distribution [18], extension of truncated Poison distribution [23], zero-truncated Poisson-Lindley dis-
tribution [24], zero-truncated Poisson-Sujatha distribution [9], zero-truncated Poisson-Shanker (ZTPS)
distribution [11].

In addition, ZTP distribution is appropriate to fit the real data, e.g., the number of defective tablets
in phamaceutical products [4], the number of gall-cells in knapweed gall-fly in flower-heads of black
knapweed [3], the number of emissions of particles [25], the number of drug users [8]. ZTP distribution
also has a role in regression model e.g. fitting with the adenomatous polyps [26], fitting with the illegal
immigrants in four large cities in the Netherlands [27].

Zero-truncated Poisson-Shanker (ZTPS) distribution was introduced in 2017 by Shanker et al. [11].
If X is distributed as ZTPS with parameter λ, then its pmf is

f(x;λ) =
λ2

λ3 + λ2 + 2λ+ 1
· x+ (λ2 + λ+ 1)

(λ+ 1)x
; x = 1, 2, 3, ... (2.3)

Zero-truncated negative binomial (ZTNB) distribution was introduced in 1955 by Sampfort [14]. If
X is distributed as ZTNB with parameter n and p, then its pmf is

f(x;n, p) =

(
x+ n− 1

n

)
pn(1− p)x

1− pn
; x = 1, 2, 3, ... (2.4)

In the last century, there were many authors investigated and extended the ZTNB distribution, e.g.,
the zero-truncated symmetrical bivariate negative binomial distribution (SBNBD) [28]. In addition, there
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were many authors applied the ZTNB distribution, e.g., fitting the ZTNB distribution with the real data
to propose appropriate regression [29].

Zero-truncated negative binomial-generalized exponential (ZTNB-GE) distribution was introduced
in 2016 by Bodhisuwan [10]. If X is distributed as ZTNB-GE with parameter r, α and β then its pmf is

f(x; r, α, β) =
1

1− g(0)

(
r + x− 1

x

) ∞∑
j=0

(
x

j

)
Γ(α+ 1)Γ(1 + r+j

β )

Γ(α+ r+j
β + 1)

; x = 1, 2, 3, ... (2.5)

where r > 0, α > 0 and β > 0, g(0) =
Γ(α+1)Γ(1+ 1+r

β )

Γ(α+ r
β+1) , and Γ(·) is the gamma function.

Zero-truncated negative binomial-Erlang (ZTNB-EL) distribution was introduced in 2017 by Bod-
hisuwan et al [12]. If X is distributed as ZTNB-EL with parameter r, c and k, then its pmf is

f(x; r, c, k) =

(
r + x− 1

x

) x∑
j=0

(
x

j

)
(−1)j(

c

c+ r + j
)k

1− ( c
c+r )k

; x = 1, 2, 3, ... (2.6)

where r > 0, c > 0 and k > 0.

2.2 Bell distribution

Bell distribution was introduced in 2018 by Castellares et al. [13] which is improved from Bell numbers
[30, 31] and multiple Poisson process [32]. If X is distributed as Bell with parameter λ, then its pmf is

f(x;λ) =
λxe(−eλ)+1Bx

x!
(2.7)

where λ > 0 and B(x) is the Bell numbers [13, 30, 31].

2.3 The Maximum Likelihood Estimation

In the early twentieth century, Bu Sir Ronald Fisher developed method of parameter estimation, so he
proposed his method named maximum likelihood estimation (MLE). It is a one of method for estimat-
ing parameters in statistical models. It gave the absolute criterion named likelihood function for the
parameter [33, 34, 35].

Let X = (x1, x2,..., xn) be an independent and identically distributed (iid) random sample from a
population with probability mass function f(xi|λ1, λ2, ..., λk), i = 1, 2, ..., n. The likelihood function of
the sample is

L(λ1, λ2, ..., λk;x) =

n∏
i=1

f(xi|λ1, λ2, ..., λk). (2.8)

The maximum likelihood estimators of λj , denoted by λ̂j , j = 1, 2, ..., k are those values of the
parameters that maximize the likelihood function with respect to the parameter λj . That is,

L(λ̂1, λ̂2, ..., λ̂k;x) = max
(λ1,λ2,...,λk)∈Rk

L(λ1, λ2, ..., λk;x). (2.9)

In general, the MLE gave maximum likelihood function of one or several variables, so the methods
of calculus is used in most situations. If the likelihood function is differentiable, possible candidates for
the maximum likelihood estimators are the values λ̂1, λ̂2, ..., λ̂k that solves
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∂

∂λj
L(λ1, λ2, ..., λk;x) = 0, j = 1, 2, ..., k. (2.10)

Taking the natural logarithm (log) to the likelihood function, Eq. (2.10) is easier to work, we will get
the log-likelihood function, denoted by

`(λ;x) = logL(λ1, λ2, ..., λk;x) =

n∑
i=1

log f(xi|λ1, λ2, ..., λk), (2.11)

where λ = (λ1, λ2, ..., λk)T .

Because the natural logarithm function is increasing, the maximum value of the likelihood function
will occur at the same point as that of the log-likelihood function. The calculus-based procedure to find
the maximum likelihood estimators based log-likelihood function can be summarized as

∂

∂λj
`(λ;x) =

∂

∂λj
logL(λ1, λ2, ..., λk;x) = 0, j = 1, 2, ..., k. (2.12)

3 Main Results

3.1 The pmf of zero-truncated Bell distribution

Theorem 3.1. Let X be the ZTB random variable with parameter λ. It is denoted X ∼ ZTB(λ). Then,
the pmf of X can be obtained by

f(x;λ) =
λxe(−eλ)+1Bx

x!
· 1

1− e(−eλ)+1
; x = 1, 2, 3, ... (3.1)

where λ > 0.

Proof. From, equation (2.1), substituting the pmf of the Bell distribution in (2.7), the pmf of ZTB
distribution can be obtained by

f(x) =
λxe(−eλ)+1Bx

x!
, (3.2)

and

f(0) = 1− e(−eλ)+1 , (3.3)

then the pmf for the ZTB distribution can be expressed as equation (3.1).
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Figure 1: Some pmf plots of ZTB distribution with specified parameter λ.

Theorem 3.2. If X ∼ ZTB(λ), then the mean and variance of X can be obtained respectively by

E(X) =
λeλ

1− e(−eλ)+1
(3.4)

and

V ar(X) =
λeλ(1 + λ)

1− e(−eλ)+1
− λ2e2λ

(1− e(−eλ)+1)2
. (3.5)

Proof. Let X ∼ ZTB(λ), then the mean of X is

E(X) =

∞∑
x=0

xf(x) =
1

1− e(−eλ)+1

∞∑
x=0

x(
λxe(−eλ)+1Bx

x!
), (3.6)

where Bx is Bell numbers, x=1,2,3,... Since X ∼ Bell(λ), the mean of Y is

E(Y ) =

∞∑
y=0

yf(y) =

∞∑
y=0

y(
λye(−eλ)+1By

y!
) = λeλ (3.7)

then

E(X) =
E(Y )

1− e(−eλ)+1
=

λeλ

1− e(−eλ)+1
. (3.8)

Since

E(X2) =
1

1− e(−eλ)+1

∞∑
x=0

x2(
λxe(−eλ)+1Bx

x!
) =

E(Y 2)

1− e(−eλ)+1
. (3.9)
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From V ar(X) = E(X2)− (E(X))2, then

V ar(X) =
λeλ(1 + λ)

1− e(−eλ)+1
− λ2e2λ

(1− e(−eλ)+1)2
. (3.10)

3.2 Parameter Estimation of the ZTB distribution

MLE method is used to obtain the estimated parameter λ of ZTB distribution. If X ∼ ZTB(λ), then
the likelihood function of parameter λ is

L(λ) =

n∏
i=1

λxie(−eλ)+1Bxi
xi!

· 1

1− e(−eλ)+1
(3.11)

and, the associated log-likelihood function is

` = (

n∑
i=1

log(
λxie(−eλ)+1Bxi

xi!
))− n log(1− e(−eλ)+1). (3.12)

To find the optimal values of λ, we will differentiate Eq. (3.12) with respect to λ, that is

d

dλ
` =

d

dλ
[(

n∑
i=1

log(
λxie(−eλ)+1Bxi

xi!
))− n log(1− e(−eλ)+1)]. (3.13)

We can find the MLE solution by using numerical optimization with the optim function in R language
[36].

3.3 Application

The ZTB distribution has been fitted to the real data set, that is the number of sites with particles
from Immunogold data reported by Mathews and Appleton (1993) [9, 37]. Performances of ZTP, ZTPS
and ZTB distributions are compared by using minus log-likelihood (-LL). Anderson-Darling (AD) test
statistic is used to evaluate goodness of fit test of the ZTP, ZTPS and ZTB distributions [20]. We found
that the ZTB distribution has a smallest minus log-likelihood.
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Table 1: Observed and expected frequencies for the number of sites with particles from Immuno-
gold data reported by Mathews and Appleton (1993).
Number of Sites with Particles Observed Frequency Expected Freqency

ZTP ZTPS ZTB

1 122 115.8614 125.1286 121.0010

2 50 57.3876 46.3400 51.0709

3 18 18.9499 16.9569 17.9629

4 4 4.6931 6.1448 5.6862

5 4 0.9298 2.2088 1.6640

Estimated parameter λ = 0.9906 λ = 2.0313 λ = 0.4221

-Log-likelihood 205.9477 204.7125 204.3499

AD-statistic 0.5159 0.1119 0.0337

p-value 0.4603 0.8747 0.9818

Figure 2: Results of fitting distribution (a) ZTP, (b) ZTPS and (c) ZTB distributions to real
data set.
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4 Conclusion

In this paper, zero-truncated Bell (ZTB) distribution is proposed to be an alternative distribution
for count data analysis which the response variable does not contain zero values. Some properties of the
distribution are presented. The parameter estimation method using the maximum likelihood estimation
(MLE) is discussed. The ZTB distribution performed the best in applying with the real data set that is
the number of sites with particles from Immunogold data. A goodness of fit test based on the Anderson-
Darling (AD) test is employed. The result shows that ZTB distribution is the smallest minus loglikelihood
and the smallest Anderson-Darling test when it is comparing with ZTP and ZTPS distributions, it means
the ZTB distribution is the best fit for this real data set.
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