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1. Introduction

Let X be a geodesic space (to be defined in Section 2) and f be any real-valued
function defined on X. The Minimization Problem (MP) is the problem of finding a
point v̄ ∈ X such that f(v̄) = min

v∈X
f(v). In this case, v̄ is called a minimizer of f and

is denoted by v̄ :=argmin
v∈X

f(v), where argmin
v∈X

f(v) denotes the set of minimizers of f .

MPs are very useful in optimization theory, convex and nonlinear analysis. One of the
most popular and effective approach for solving MPs is the Proximal Point Algorithm
(PPA), introduced by Martinet [37] in 1970 and further developed by Rockafellar [52] in
Hilbert spaces. Rockafellar [52] proved that the PPA converges weakly to a minimizer
of f when f is a proper convex and lower semicontinuous functional (to be defined in
Section 2). In 2000 Kamimura and Takahashi [30] modified the PPA into a Halpern-type
PPA and proved that it converges strongly to a minimizer of f when f is a proper convex
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and lower semicontinuous functional. Since then, different modifications of the PPA and
several iterative methods for solving MP and its related optimization problems have been
introduced, well-developed and extensively studied in Hilbert spaces and Banach spaces
(see [1–4, 25, 28, 31, 32, 42, 43, 46–48, 50, 51, 60] and the references therein).
The study of the PPA for solving MPs and other related problems has recently been gen-
eralized from Hilbert spaces to nonlinear spaces, in particular, the Hadamard manifolds
and Hilbert unit balls (see for example [7, 21, 35] and the references therein). This study
was further generalized to the setting of Hadamard spaces (complete CAT(0) spaces) by
Bačák [12] in 2013, as follows: For arbitrary point x1 in a Hadamard space X, define the
sequence {xn} iteratively by

xn+1 = Jf
λn

(xn), (1.1)

where λn > 0 for all n ≥ 1, and Jf
λ : X → X is the Moreau-Yosida resolvent of a proper

convex and lower semicontinuous functional defined by

Jf
λ (x) = argmin

v∈X

(
f(v) +

1

2λ
d2(v, x)

)
. (1.2)

Bačák [12] proved that the PPA ∆-converges (to be defined in Section 2) to a minimizer
of f provided that

∑∞
n=1 λn = ∞ and f has a minimizer in X. Since then, there has been

increased interest in the study of PPA by numerous researchers in Hadamard spaces (see
for example, [9, 11, 27, 44, 45, 49, 59] and the references therein).
It is worth mentioning that, although the PPA was first introduced and studied in the
linear settings, it is known to have important metric characteristics. Thus, these general-
izations (that is, generalizing the study of PPA from Banach spaces to nonlinear spaces)
are ideal and very important. More precisely, the PPA can be applied in Hadamard spaces
for computing medians and means which are very important in computational phyloge-
netics, difussion tensor imaging, censensus algorithms and modeling of airway systems
in human lungs and blood vessels (see [11, 23, 24] for details). Also, many non-convex
problems in the setting of Banach spaces (particularly Hilbert spaces) can be seen as
convex problems in the nonlinear settings (see for example, [20, Problem 4.1] and Section
4 of this paper). Furthermore, it is known that the energy functional is an example of
a convex and lower semicontinuous functional on a CAT(0) space and minimizers of this
functional (called the harmonic maps) are very useful in geometry and analysis (see [12]).
However, we know that Hilbert spaces are the only Banach spaces which are Hadamard
spaces. Thus, there is a need to further generalize the study of the PPA to more general
nonlinear spaces which include other Banach spaces. The study of the PPA in such
nonlinear spaces, in particular, p-uniformly convex metric spaces is our interest in this
paper. The notion of p-uniformly convex metric spaces was first introduced by Noar and
Silberman [38] in 2011, as follows (see also [33]): Let p > 1, a metric space (X, d) is called
p-uniformly convex with parameter c > 0 if and only if (X, d) is a geodesic space and

d(v, (1− t)x⊕ ty)p ≤ (1− t)d(v, x)p + td(v, y)p − c

2
t(1− t)d(x, y)p, ∀x, y, v ∈ X, (1.3)

t ∈ [0, 1]. The notion of p-uniformly convex metric spaces is an obvious generalization of
the classical notion of p-uniformly convex Banach spaces (see [16, 33]). More precisely, Lp-
spaces with p ≥ 2 are typical examples of p-uniformly convex metric spaces. Furthermore,
when p = 2 = c in (1.3), we obtain the CAT(0) inequality (see [15, 38]). In fact, every
CAT(0) space is 2-uniformly convex with parameter c = 2 and every CAT(k) space (k > 0)
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with diam(X) < π
2
√
k
is 2-uniformly convex with parameter c = (π − 2

√
kϵ) tan(

√
kϵ) for

any 0 < ϵ ≤ π
2
√
k
−diam(X) (see [34, 38]). It is also interesting to note that, some re-

cent results obtained in p-uniformly convex metric spaces have already found numerous
applications in Lp-Wasserstein spaces, Finsler geometry and metric geometry; the non-
linearization of the geometry of Banach space and other related fields (see for example
[33, 40, 41]). For more details on p-uniformly convex metric spaces, see [33, 40, 41] and
the references therein.
Let X be a p-uniformly convex metric space. Choi and Ji [16] introduced the notion of
p-resolvent mapping of a proper, convex and lower semicontinuous functional f defined

on X as follows: For x ∈ X and λ > 0, Jf
λ : X → X is defined by

Jf
λ (x) = argmin

v∈X

(
f(v) +

1

2λ
d(v, x)p

)
. (1.4)

Clearly, if p = 2, then (1.4) reduces to the Moreau-Yosida resolvent (1.2). Using (1.4),
they proved that the PPA converges to a minimizer of f in a p-uniformly convex metric
space. In fact, they proved the following theorem.

Theorem 1.1. [16, Theorem 3.6] Let X be a p-uniformly convex metric space with pa-
rameter c > 0 and diameter α > 0. Let f : X → (−∞,∞] be a proper uniformly convex,
lower semicontinuous function, and {λn} be a sequence of positive real numbers such that
lim
n→∞

n

(
∑n

i=1 λi)
= 0. Suppose that the sequence {xn} in X is generated by the following

PPA:

xn = Jf
λn

(xn−1), n ≥ 1, (1.5)

where Jf
λn

is as defined in (1.4). Then, {xn} converges to a minimizer of f .

Kuwae [33] defined the p-resolvent mapping in a p-uniformly convex metric space slightly
different from the one in (1.4) as follows:

Jf
λ (x) = argmin

v∈X

(
f(v) +

1

pλp−1
d(v, x)p

)
. (1.6)

Clearly, (1.6) is more general than (1.4), and known to be applicable in obtaining solu-
tions of initial boundary value problems for p-harmonic maps (see [33] for more details).
Kuwae [33] also established the unique existence of the p-resolvent mapping (1.6) under
Assumption 3.21 of [33] (see [33, Proposition 3.26]). Izuchukwu et al. [26] improved on
this result by removing the Assumption 3.21 used in [33]. More precisely, Izuchukwu et
al. [26] established the following result.

Theorem 1.2. For p > 1, let X be a p-uniformly convex metric space with parameter
c > 0 and f : X → (−∞,+∞] be a proper convex and lower semicontinuous function.

Then, for any λ > 0 and x ∈ X, there exists a unique point, say Jf
λ (x) ∈ X such that

f(Jf
λ (x)) +

1

pλp−1
d(Jf

λ (x), x)
p = inf

v∈X

(
f(v) +

1

pλp−1
d(v, x)p

)
.

Furthermore, Izuchukwu et al. [26] introduced both the backward-backward algorithm
and the alternating proximal algorithm, and proved that they converge to a minimizer
of the sum of two proper convex and lower semicontinuous functions in the setting of
complete p-uniformly convex metric spaces.
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Motivated by the importance of p-uniformly convex metric spaces and the results obtained
therein, we further investigate the study of PPAs in p-uniformly convex metric spaces.
Furthermore, we introduce a Halpern-type PPA which comprises a nonexpansive mapping
and a finite composition of resolvent mappings associated with proper convex and lower
semicontinuous functions, and prove that it converges strongly to a common minimizer of
a finite family of proper convex and lower semicontinuous functions, which is also a fixed
point of a nonexpansive mapping in a complete p-uniformly convex metric space. To show
the applicability of our results, we give numerical examples of our proposed algorithm in
nonlinear settings.

This paper is organized as follows: In Section 2, we recall the geometry of geodesic spaces
and the definitions of convex functions. We also give some remarks (and improve) on
existing results on PPA in p-uniformly convex metric spaces. In Section 3, we prove
several results needed in carrying out our strong convergence analysis. We then propose
a Halpern-type PPA and prove that it converges strongly to a common solution of a finite
family of MPs and a fixed point problem for a nonexpansive mapping in a complete p-
uniformly convex metric space. In Section 4, we give numerical examples of our algorithm
in nonlinear settings, to show the applicability of our main result. Finally, we summarize
the significance of the paper in Section 5.

2. Preliminaries

2.1. Geometry of Geodesic Metric Spaces

Definition 2.1. A metric space X is called a geodesic space, if every two points x, y ∈ X
are joined by a geodesic path c : [0, d(x, y)] → X such that c(0) = x and c(d(x, y)) = y.
In this case, c is an isometry and the image of c is called a geodesic segment joining x to
y. The space X is said to be uniquely geodesic, if every two points of X are joined by
exactly one geodesic segment. Let x, y ∈ X and t ∈ [0, 1], we write tx ⊕ (1 − t)y for the
unique point z in the geodesic segment joining from x to y such that

d(z, x) = (1− t)d(x, y) and d(y, z) = td(x, y). (2.1)

Remark 2.2. p-uniformly convex metric spaces are uniquely geodesic spaces (see [26]).

Definition 2.3. Let {xn} be a bounded sequence in a geodesic metric space X. Then,
the asymptotic center A({xn}) of {xn} is defined by

A({xn}) = {v̄ ∈ X : lim sup
n→∞

d(v̄, xn) = inf
v∈X

lim sup
n→∞

d(v, xn)}.

The sequence {xn} in X is said to be ∆-convergent to a point v̄ ∈ X, if A({xnk
}) = {v̄}

for every subsequence {xnk
} of {xn}. In this case, we write ∆- lim

n→∞
xn = v̄ and we say that

v̄ is the ∆-limit of {xn}. The notion of ∆-convergence in a metric space was introduced by
Lim [36], and it is known as an analogue of the notion of weak convergence in a Banach
space. Thus, it is sometimes referred to as the notion of weak convergence in metric
spaces.

Definition 2.4. [8] Let X be a complete convex metric space and T : X → X be any
nonlinear mapping. T is said to be ∆-demiclosed at 0, if for any bounded sequence {xn}
in X such that ∆- lim

n→∞
xn = z and lim

n→∞
d(xn, Txn) = 0, then z = Tz.
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Definition 2.5. Let X be a geodesic space. A nonlinear mapping T : X → X is called
nonexpansive, if

d(Tx, Ty) ≤ d(x, y) ∀x, y ∈ X.

A point x ∈ X is called a fixed point of a nonlinear mapping T , if x = Tx. Throughout
this paper, we shall denote by F (T ), the set of fixed points of T .

Lemma 2.6. [58, Remark 2.4] Let X be a complete p-uniformly convex metric space and
T : X → X be a nonexpansive mapping, then T is ∆-demiclosed at 0.

Definition 2.7. [53, 55] A continuous linear functional µ defined on l∞ (where l∞ is the
Banach space of bounded real sequences) is called a Banach limit, if

||µ|| = µ(1, 1, . . . ) = 1 and µn(an) = µn(an+1) ∀an ∈ l∞.

Lemma 2.8. [53, 55] Let (a1, a2, . . . ) ∈ l∞ be such that µn(an) ≤ 0 for all Banach limits
µ, and lim sup

n→∞
(an+1 − an) ≤ 0. Then, lim sup

n→∞
an ≤ 0.

Definition 2.9. For p > 1, let X be a p-uniformly convex metric space with parameter
c > 0. A mapping T : X → X is said to be a firmly nonexpansive-type mapping, if

d(Tx, Ty)p ≤ 1

c
[d(Tx, y)p + d(Ty, x)p − d(Tx, x)p − d(Ty, y)p] ∀x, y ∈ X. (2.2)

Remark 2.10. The p-resolvent of a proper convex and lower semicontinuous function is
a firmly nonexpansive-type mapping (see [26, Lemma 2.8]).

Remark 2.11. It follows from Lemma 2.19 that if T is a firmly nonexpansive-type
mapping and c ≥ 2, then T is nonexpansive. Indeed, for all x, y ∈ X, we obtain from
(2.2) and Lemma 2.19 that

d(Tx, Ty)p ≤ 1

c

(
2

c
(d(Tx, Ty)p + d(Tx, x)p + d(Ty, y)p + d(x, y)p)− d(Tx, x)p − d(Ty, y)p

)
≤ 1

2
(d(Tx, Ty)p + d(x, y)p) ,

which implies that T is nonexpansive.

2.2. Convex Functions

Let X be a geodesic space. A mapping f : D ⊆ X → (−∞,∞] is called convex, if for
any geodesic [x, y] := {tx⊕ (1− t)y : 0 ≤ t ≤ 1} joining x, y ∈ X, we have that

f(tx⊕ (1− t)y) ≤ tf(x) + (1− t)f(y).

We also recall that f : D ⊆ X → (−∞,∞] is called proper, if its domain D := {v ∈
X : f(v) < +∞} ̸= ∅, and f is said to be lower semi-continuous at a point v̄ ∈ D, if
f(v̄) ≤ lim inf

n→∞
f(xn) for each sequence {xn} in D such that lim

n→∞
xn = v̄.

Inequality (1.3) ensures that the function x 7→ d(., x)p : X → [0,∞) is a convex and lower
semicontinuous function.
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2.3. Some Remarks on Proximal Point Algorithms in p-Uniformly

Convex Metric Spaces

Lemma 2.12. [58, Lemma 3.1] For p > 1, let X be a p-uniformly convex metric space with
parameter c ≥ 2 and f : X → (−∞,+∞] be a proper, convex and lower semicontinuous

function. Let Jf
λ be the p-resolvent mapping (1.4) such that F (Jf

λ ) ̸= ∅, then for λ > 0,
we have the following:

(a) x∗ ∈ F (Jf
λ ) if and only if x∗ is a minimizer of f ;

(b) d(x∗, Jf
λx)

p + d(Jf
λx, x)

p ≤ d(x∗, x)p for all x ∈ X and x∗ ∈ F (Jf
λ );

(c) Jf
λ is a generalized quasi-nonexpansive mapping, i.e.,

d(Jf
λx, x

∗)p ≤ d(x, x∗)p, ∀x ∈ X, x∗ ∈ F (Jf
λ ).

Using Lemma 2.12, the authors in [58] proved the following theorem for approximating a
common solution of a finite family of MPs, which is also a fixed point of a nonexpansive
mapping in the framework of a complete p-uniformly convex metric space.

Theorem 2.13. [58, Theorem 3.3] For p > 1, let X be a complete p-uniformly convex
metric space with parameter c ≥ 2 and fi : X → (−∞,∞], i = 1, 2, . . . , N be a finite

family of proper convex and lower semicontinuous functions. Let the p-resolvent Jfi
λ(i)

of f be ∆-demiclosed at 0 for each i = 1, 2, . . . , N , and T : X → X be a nonexpansive
mapping. Suppose that Γ := F (T )∩

(
∩N
i=1argminy∈X fi(y)

)
̸= ∅ and for arbitrary x1 ∈ X,

let the sequence {xn} be generated by{
yn = JfN

λ
(N)
n

◦ JfN−1

λ
(N−1)
n

◦ · · · ◦ Jf2

λ
(2)
n

◦ Jf1

λ
(1)
n

(xn),

xn+1 = αnxn ⊕ (1− αn)Tyn, n ≥ 1,
(2.3)

where {λ(i)
n }, i = 1, 2, . . . , N is a sequence such that λ

(i)
n > λ(i) > 0 for each i =

1, 2, . . . , N, n ≥ 1 and {αn} is a sequence in [a, b], for some a, b ∈ (0, 1). Then, {xn}
∆-converges to some x∗ ∈ Γ.

Remark 2.14. We point out here that Theorem 2.13 can be established without the

assumption that the p-resolvent Jfi
λ(i) of f is ∆-demiclosed at 0 for each i = 1, 2, . . . , N .

One way to achieve this is to establish that the p-resolvent is nonexpansive rather than
establishing that it is a generalized quasi-nonexpansive mapping as obtained in Lemma
2.12 (c) (see also the conclusion in [58, Page 8]). However, as observed by the authors
in [58] (see Remark 3.5 of their paper for more details), unless f or the space X has
some nicer properties which is mainly determined by the restrictions on p and/or the
smoothness constant c, one may not get that the p-resolvent of f is nonexpansive. In
fact, to extend existing results on PPA to p-uniformly convex metric spaces, a natural
obstacle (among others) one has to overcome is the smoothness constant (parameter)
c ∈ (0,∞).
When c ≥ 2 as in the case of Theorem 2.13, the authors in [26] proved that the p-resolvent
of f is nonexpansive. More precisely, they proved the following result.

Lemma 2.15. [26] For p > 1, let X be a p-uniformly convex metric space with parameter
c ≥ 2 and f : X → (−∞,+∞] be a proper convex and lower semicontinuous function.
Then, the p-resolvent mapping (1.6) (which is more general than (1.4)) is nonexpansive.

With Lemma 2.15, Theorem 2.13 can be established without the demiclosedness assump-
tion on the p-resolvent of f . Precisely, we have the following theorem.
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Theorem 2.16. For p > 1, let X be a complete p-uniformly convex metric space with
parameter c ≥ 2 and fi : X → (−∞,∞], i = 1, 2, . . . , N be a finite family of proper
convex and lower semicontinuous functions. Let T : X → X be a nonexpansive mapping
and Γ := F (T ) ∩

(
∩N
i=1argminy∈X fi(y)

)
̸= ∅. For arbitrary x1 ∈ X, let the sequence

{xn} be generated by{
yn = JfN

λ
(N)
n

◦ JfN−1

λ
(N−1)
n

◦ · · · ◦ Jf2

λ
(2)
n

◦ Jf1

λ
(1)
n

(xn),

xn+1 = αnxn ⊕ (1− αn)Tyn, n ≥ 1,
(2.4)

where {λ(i)
n }, i = 1, 2, . . . , N is a sequence such that λ

(i)
n > λ(i) > 0 for each i =

1, 2, . . . , N, n ≥ 1 and {αn} is a sequence in [a, b], for some a, b ∈ (0, 1). Then, {xn}
∆-converges to some x∗ ∈ Γ.

Proof. By Lemma 2.15, we obtain that Jfi
λ(i) is nonexpansive for each i = 1, 2, . . . , N .

Thus, by Lemma 2.6, Jfi
λ(i) is ∆-demiclosed at 0 for each i = 1, 2, . . . , N . Therefore, the

desired conclusion follows from Theorem 2.13.

Remark 2.17. We also like to point out here that, in infinite dimensional spaces, strong
convergence results are often much more desirable than ∆-convergence results. More-
over, strong convergence implies ∆-convergence but the converse is not always true. For
example, see [52] for the question of interest raised by Rockafellar as to whether the
PPA can be improved from weak convergence (an analogue of ∆-convergence) to strong
convergence in Hilbert space settings. Several counterexamples have been provided to
establish that the PPA do not always converge strongly without additional assumptions
on either the underlying space or the proper convex and lower semicontinuous function
(see [13, 14, 29]).
Therefore, it is our intention to further improve Theorem 2.13 from a ∆-convergence
result to the following strong convergence result by modifying Algorithm (2.3) into a
Halpern-type algorithm.

Theorem 2.18. For p > 1, let X be a complete p-uniformly convex metric space with
parameter c ≥ 2 and fi : X → (−∞,∞], i = 1, 2, . . . , N be a finite family of proper
convex and lower semicontinuous functions. Let T : X → X be a nonexpansive mapping
and Γ := F (T ) ∩

(
∩N
i=1argminy∈X fi(y)

)
̸= ∅. For arbitrary u, x1 ∈ X, let the sequence

{xn} be generated by{
yn = JfN

λ
(N)
n

◦ JfN−1

λ
(N−1)
n

◦ · · · ◦ Jf2

λ
(2)
n

◦ Jf1

λ
(1)
n

(xn),

xn+1 = αnu⊕ (1− αn) [βnxn ⊕ (1− βn)Tyn] , n ≥ 1,
(2.5)

where {αn} and {βn} are sequences in (0, 1) and {λ(i)
n }, i = 1, 2, . . . , N is a sequence in

(0,∞) with λ
(i)
n ≥ λ(i) > 0 such that

(i) lim
n→∞

αn = 0 and
∞∑

n=1
αn = ∞,

(ii) 0 < a ≤ βn ≤ b < 1.

Then, {xn} converges strongly to PΓu, where PΓ is the nearest point map (projection) of
X onto Γ.

Before we can give the proof of Theorem 2.18, we shall first establish in the next section,
some important results needed in proving it.
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We now end this section by recalling the following important lemmas which will be very
useful in the proof of our main results.

Lemma 2.19. [26, Lemma 2.4] For p > 1, let X be a p-uniformly convex metric space
with parameter c > 0. Then, for all w, x, y, z ∈ X, we have

d(w, x)p + d(y, z)p ≤ 2

c
(d(w, y)p + d(w, z)p + d(x, y)p + d(x, z)p) .

Lemma 2.20. [26, Lemma 2.11] For p > 1, let X be a p-uniformly convex metric space
with parameter c > 0 and f : X → (−∞,+∞] be a proper convex and lower semicontin-
uous function. Then, for 0 < λ1 < λ2, we have

d(Jf
λ1
x, x) ≤ d(Jf

λ2
x, x) ∀x ∈ X.

Lemma 2.21. [8, 22]. For p > 1, let X be a complete p-uniformly convex metric space
with parameter c > 0. Then,

(i) every bounded sequence in X has a unique asymptotic center,
(ii) every bounded sequence in X has a ∆-convergent subsequence.

Lemma 2.22. [54] Let {an} be a sequence of non-negative real numbers, {αn} be a

sequence of real numbers in (0, 1) with condition
∞∑

n=1
αn = ∞ and {dn} be a sequence of

real numbers. Assume that

an+1 ≤ (1− αn)an + αndn, n ≥ 1.

If lim sup
k→∞

dnk
≤ 0 for every subsequence {ank

} of {an} satisfying lim inf
k→∞

(ank+1 − ank
) ≥

0, then, lim
n→∞

an = 0.

3. Main Results

For the rest of this paper, we shall use the p-resolvent mapping (1.6) in all our analysis.

Lemma 3.1. For p > 1, let X be a p-uniformly convex metric space with parameter c > 0
and f : X → (−∞,+∞] be a proper convex and lower semicontinuous function. Then,
for 0 < λ1 ≤ λ2, we have

d(Jf
λ1
x, Jf

λ2
x) ≤

[
2

c

(
1− λp−1

1

λp−1
2

)] 1
p

d(x, Jf
λ2
x) ∀x ∈ X.

Proof. From (1.6), we obtain that

f(Jf
λ2
x) +

1

pλ2
p−1 d(J

f
λ2
x, x)p ≤ f(v) +

1

pλ2
p−1 d(v, x)

p ∀v ∈ X.

Let v = (1− t)Jf
λ1
x⊕ tJf

λ2
x, t ∈ [0, 1). Then, we obtain from the convexity of f and the

inequality (1.3) that

f(Jf
λ2
x) +

1

pλ2
p−1 d(J

f
λ2
x, x)p ≤ (1− t)f(Jf

λ1
x) + tf(Jf

λ2
x) +

(1− t)

pλ2
p−1 d(J

f
λ1
x, x)p

+
t

pλ2
p−1 d(J

f
λ2
x, x)p − ct(1− t)

2pλ2
p−1 d(J

f
λ1
x, Jf

λ2
x)p,
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which implies that

f(Jf
λ2
x) +

1

pλ2
p−1 d(J

f
λ2
x, x)p ≤ f(Jf

λ1
x) +

1

pλ2
p−1 d(J

f
λ1
x, x)p

− ct

2pλ2
p−1 d(J

f
λ1
x, Jf

λ2
x)p. (3.1)

Letting t → 1 in (3.1), we obtain that

c

2pλ2
p−1 d(J

f
λ1
x, Jf

λ2
x)p ≤ f(Jf

λ1
x)− f(Jf

λ2
x) +

1

pλ2
p−1

[
d(Jf

λ1
x, x)p − d(Jf

λ2
x, x)p

]
. (3.2)

Similarly, we obtain that

c

2pλ1
p−1 d(J

f
λ2
x, Jf

λ1
x)p ≤ f(Jf

λ2
x)− f(Jf

λ1
x) +

1

pλ1
p−1

[
d(Jf

λ2
x, x)p − d(Jf

λ1
x, x)p

]
. (3.3)

Adding (3.2) and (3.3), and noting that λ1 ≤ λ2, we obtain that

c

2p

(
1

λ1
p−1 +

1

λ2
p−1

)
d(Jf

λ1
x, Jf

λ2
x)p ≤ 1

p

(
1

λ2
p−1 − 1

λ1
p−1

)
d(Jf

λ1
x, x)p

+
1

p

(
1

λ1
p−1 − 1

λ2
p−1

)
d(Jf

λ2
x, x)p

≤ 1

p

(
1

λ1
p−1 − 1

λ2
p−1

)
d(Jf

λ2
x, x)p,

which after further simplification implies that

d(Jf
λ1
x, Jf

λ2
x) ≤

[
2

c

(
1− λp−1

1

λp−1
2

)] 1
p

d(x, Jf
λ2
x).

Lemma 3.2. For p > 1, let X be a p-uniformly convex metric space with parameter
c ≥ 2 and S : X → X be a nonexpansive mapping. Let u ∈ X be fixed, then for each
t, t′ ∈ (0, 1), the mapping ftt′ : X → X defined by

ftt′x = tu⊕ (1− t)
[
t′x⊕ (1− t′)Sx

]
∀x ∈ X, (3.4)

has a unique fixed point xtt′ ∈ X, that is

xtt′ = ftt′xtt′ = tu⊕ (1− t)
[
t′xtt′ ⊕ (1− t′)Sxtt′

]
. (3.5)
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Proof. From (3.4), (1.3) and noting that c ≥ 2, we obtain

d(ftt′x, ftt′y)
p

≤ td(ftt′x, u)
p + (1− t)d(ftt′x, t

′y ⊕ (1− t′)Sy)p − c

2
t(1− t)d(u, t′y ⊕ (1− t′)Sy)p

≤ t2d(u, u)p + t(1− t)d(t′x⊕ (1− t′)Sx, u)p − c

2
t2(1− t)d(u, t′x⊕ (1− t′)Sx)p

+ t(1− t)d(u, t′y ⊕ (1− t′)Sy)p + (1− t)2d(t′x⊕ (1− t′)Sx, t′y ⊕ (1− t′)Sy)p

− c

2
t(1− t)2d(u, t′x⊕ (1− t′)Sx)p − c

2
t(1− t)d(u, t′y ⊕ (1− t′)Sy)p

=
[
t(1− t)− c

2
t2(1− t)− c

2
t(1− t)2

]
d(u, t′x⊕ (1− t′)Sx)p

+
[
t(1− t)− c

2
t(1− t)

]
d(u, t′y ⊕ (1− t′)Sy)p

+ (1− t)2d(t′x⊕ (1− t′)Sx, t′y ⊕ (1− t′)Sy)p

≤ (1− t)2d(t′x⊕ (1− t′)Sx, t′y ⊕ (1− t′)Sy)p. (3.6)

Again, using (1.3) and noting that c ≥ 2, we obtain

d(t′x⊕ (1− t′)Sx, t′y ⊕ (1− t′)Sy)p

≤ t′d(x, t′y ⊕ (1− t′)Sy)p + (1− t′)d(Sx, t′y ⊕ (1− t′)Sy)p − c

2
t′(1− t′)d(x, Sx)p

≤ t′2d(x, y)p + t′(1− t′)d(x, Sy)p − c

2
t′2(1− t′)d(y, Sy)p + t′(1− t′)d(Sx, y)p

+ (1− t′)2d(Sx, Sy)p − c

2
t′(1− t′)2d(y, Sy)p − c

2
t′(1− t′)d(x, Sx)p

≤ t′2d(x, y)p + t′(1− t′)d(x, Sy)p + t(1− t′)d(Sx, y)p + (1− t′)2d(Sx, Sy)p

− t′(1− t′)d(y, Sy)p − t′(1− t′)d(x, Sx)p

= t′2d(x, y)p + t′(1− t′)
[
d(x, Sy)p + d(Sx, y)p − d(y, Sy)p − d(x, Sx)p

]
(3.7)

+ (1− t′)2d(Sx, Sy)p.

By the nonexpansivity of S and (1.3), we obtain

d(Sx, Sy)p ≤ d(x, y)p

≤ d(x, y)p + 4t′d
(1
2
x⊕ 1

2
Sy,

1

2
Sx⊕ 1

2
y
)p

≤ d(x, y)p + t′
[
d(x, y)+d(Sx, Sy)+d(x, Sx)+d(y, Sy)−d(x, Sy)−d(y, Sx)

]
,

which implies that

d(Sx, Sy)p ≤ 1 + t′

1− t′
d(x, y)p +

t′

1− t′

[
d(x, Sx)p + d(y, Sy)p − d(x, Sy)p − d(y, Sx)p

]
.

(3.8)
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Combining (3.7) and (3.8), we obtain

d(t′x⊕ (1− t′)Sx, t′y ⊕ (1− t′)Sy)p

≤ t′2d(x, y)p + t′(1− t′)
[
d(x, Sy)p + d(Sx, y)p − d(y, Sy)p − d(x, Sx)p

]
+ (1− t′)2

[1 + t′

1− t′
d(x, y)p +

t′

1− t′

(
d(x, Sx)p + d(y, Sy)p − d(x, Sy)p − d(y, Sx)p

)]
= d(x, y)p + t′(1− t′)

[
d(x, Sy)p + d(Sx, y)p − d(y, Sy)p − d(x, Sx)p

]
− t′(1− t′)

[
d(x, Sy)p + d(y, Sx)p − d(y, Sy)p − d(x, Sx)p

]
= d(x, y)p. (3.9)

Using this in (3.6), we obtain

d(ftt′x, ftt′y)
p ≤ (1− t)2d(x, y)p.

Thus, ftt′ is a contraction with constant (1 − t)
2
p , and by Banach contraction mapping

principle, we obtain the desired conclusion.

Lemma 3.3. For p > 1, let X be a p-uniformly convex metric space with parameter
c ≥ 2 and S : X → X be a nonexpansive mapping. Then F (S) ̸= ∅ if and only if {xtt′}
defined by (3.5) is bounded as t → 0 (where t′ ∈ [a, b] ⊂ (0, 1)). Furthermore, we have the
following

(i) {xtt′} converges to v = PF (S)u, where PF (S) is the the nearest point map
(projection) of X onto F (S).

(ii) d(u, v)p ≤ 2
cµn (d(u, xn)

p) for all Banach limits µ and all bounded sequences
{xn} with {xn − Sxn} converging strongly to 0.

Proof. Let F (S) ̸= ∅, then it is easy to show that {xtt′} is bounded. Now suppose that
{xtt′} is bounded, we prove that F (S) ̸= ∅. Let {tn} and {t′n} be sequences in (0, 1) such
that lim

n→∞
tn = 0 and 0 < a ≤ tn ≤ b < 1. Then, {xtnt′n

} is bounded. Thus, by Lemma

2.21 (i), there exists v ∈ X such that A({xtnt′n
}) = {v}, that is

lim sup
n→∞

d(v, xtnt′n) = inf
y∈X

lim sup
n→∞

d(y, xtnt′n). (3.10)

From (2.1) and (3.9), we obtain

lim sup
n→∞

d(xtnt′n
, t′nv ⊕ (1− t′n)Sv)

p

≤ lim sup
n→∞

(
d(xtnt′n

, t′nxtnt′n
⊕ (1− t′n)Sxtnt′n

)

+d(t′nxtnt′n
⊕ (1− t′n)Sxtnt′n

, t′nv ⊕ (1− t′n)Sv)
)p

= lim sup
n→∞

(
tnd(u, t

′
nxtnt′n

⊕ (1− t′n)Sxtnt′n
)

+d(t′nxtnt′n
⊕ (1− t′n)Sxtnt′n

, t′nv ⊕ (1− t′n)Sv)
)p

= lim sup
n→∞

d
(
t′nxtnt′n

⊕ (1− t′n)Sxtnt′n
, t′nv ⊕ (1− t′n)Sv

)p
≤ lim sup

n→∞
d(xtnt′n

, v)p. (3.11)
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Setting t = 1
2 in (1.3), and hnv = t′nv ⊕ (1− t′n)Sv, we obtain

d
(
xtnt′n

,
1

2
hnv ⊕

1

2
v
)p

≤ 1

2
d(xtnt′n

, hnv)
p +

1

2
d(xtnt′n

, v)p − c

8
d(hnv, v)

p. (3.12)

Since A
(
{xtnt′n

}
)
= {v}, then by setting y = 1

2hnv ⊕ 1
2v in (3.10), we obtain from (3.12)

that

lim sup
n→∞

d(xtnt′n
, v)p ≤ lim sup

n→∞
d(xtnt′n

,
1

2
hnv ⊕

1

2
v)p

≤ 1

2
lim sup
n→∞

d(xtnt′n
, hnv)

p +
1

2
lim sup
n→∞

d(xtnt′n
, v)p

− c

8
lim sup
n→∞

d(hnv, v)
p,

which implies from (3.11) that

lim sup
n→∞

d(hnv, v)
p ≤ 2 lim sup

n→∞
d(xtnt′n

, hnv)
p − 2 lim sup

n→∞
d(xtnt′n

, v)p

≤ 2 lim sup
n→∞

d(xtnt′n
, v)p − 2 lim sup

n→∞
d(xtnt′n

, v)p = 0. (3.13)

Combining (2.1) and (3.13), we obtain

lim sup
n→∞

(1− t′n)
pd(Sv, v)p = lim sup

n→∞
d(hnv, v)

p ≤ 0.

Since tn ≤ b, we obtain that

(1− b)pd(Sv, v)p ≤ lim sup
n→∞

(1− t′n)
pd(Sv, v)p ≤ 0.

Hence, v ∈ F (S). Therefore, F (S) ̸= ∅.

We now give the proofs of (i) and (ii).
(i) Let v = PF (S)u, then {xtt′} is bounded. Since c ≥ 2, we obtain from (3.5) and (1.3)
that

d(v, xtt′)
p ≤ d

(
v, tu⊕ (1− t)

[
t′xtt′ ⊕ (1− t′)Sxtt′

])p
≤ td(v, u)p + (1− t)d(v, t′xtt′ ⊕ (1− t′)Sxtt′)

p

− c

2
t(1− t)d(u, t′xtt′ ⊕ (1− t′)Sxtt′)

p

≤ td(v, u)p + (1− t)d(v, xtt′)
p − c

2
t(1− t)d(u, t′xtt′ ⊕ (1− t′)Sxtt′)

p,

which implies that

d(v, xtt′)
p ≤ d(v, u)p + (t− 1)d(u, t′xtt′ ⊕ (1− t′)Sxtt′)

p. (3.14)

Now let {tm} be any sequence in (0, 1) such that tm → 0, as m → ∞. Since {xtmt′m
} is

bounded, it follows from Lemma 2.21 (ii) that there exists a subsequence {xtmk
t′mk

}
of {xtmt′m

} that ∆-converges to q ∈ X. Thus, by Lemma 2.21 (i), we obtain that

A
(
{xtmt′m

}
)
= {q}. By the same argument as in (3.10)-(3.13), we obtain that q ∈ F (S).

Now, observe that d(xtmt′m
, hxtmt′m

) → 0, as m → ∞, where hxtmt′m
= t′xtmt′m

⊕
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(1 − t′)Sxtmt′m
. Thus, we may assume that the subsequence {hxtmk

t′mk
} of {hxtmt′m

}
∆-converges to q ∈ F (S) and

lim
k→∞

d(u, hxtmk
t′mk

)p = lim inf
m→∞

d(u, hxtmt′m
)p. (3.15)

It then follows from the ∆-lower semicontinuity of d(u, ·)p and (3.15) that

d(u, q)p ≤ lim inf
k→∞

d(u, hxtmk
t′mk

)p = lim
k→∞

d(u, hxtmk
t′mk

)p = lim inf
m→∞

d(u, hxtmt′m
)p.

(3.16)

Since v = PF (S)u and q ∈ F (S), we have that d(v, u) ≤ d(q, u). Thus, letting dtmt′m
=

d(v, u)p + (tm − 1)d(u, hxtmt′m
)p, we obtain from (3.16) that

lim sup
m→∞

dtmt′m
= d(v, u)p + lim sup

m→∞
(−d(u, hxtmt′m

)p)

≤ d(q, u)p − lim inf
m→∞

d(u, hxtmt′m
)p ≤ 0. (3.17)

From (3.14) and (3.17), we obtain that lim sup
m→∞

d(v, xtmt′m
)p ≤ 0. Therefore, lim

m→∞
d(v, xtmt′m

)

= 0, and this implies that {xtmt′m
} converges strongly to v. Hence, it follows that {xtt′}

converges strongly to v = PF (S)u.

(ii) The proof of (ii) is very similar to the proof in [53, Lemma 2.2 (2)]. However, we shall
give the proof here for readers convenience.
Let {xtmt′m

} be a sequence defined as in (3.5). Then by (i), lim
m→∞

xtmt′m
= v, where

v = PF (S)u.
From (3.5) and (1.3), we obtain that

d(xn, xtmt′m
)p

≤ tmd(xn, u)
p + (1− tm)d(xn, hxtmt′m

)p − c

2
tm(1− tm)d(u, hxtmt′m

)p

≤ tmd(xn, u)
p + (1− tm)

[
d(xn, hxn) + d(hxn, hxtmt′m

)
]p

− c

2
tm(1− tm)d(u, hxtmt′m

)p

≤ tmd(xn, u)
p + (1− tm)

[
(1− t′n)d(xn, Sxn) + d(xn, xtmt′m

)
]p

(3.18)

− c

2
tm(1− tm)d(u, hxtmt′m

)p.

Since µ is a Banach limit, then (3.18) becomes

µn

(
d(xn, xtmt′m

)p
)
≤ tmµn

(
d(xn, u)

p
)
+ (1− tm)µn

(
d(xn, xtmt′m

)p
)

− c

2
tm(1− tm)d(u, hxtmt′m

)p,

which implies that

µn

(
d(xn, xtmt′m

)p
)
≤ µn

(
d(xn, u)

p
)
− c

2
(1− tm)d(u, hxtmt′m

)p. (3.19)

By letting m → ∞ in (3.19), we obtain

µn

(
d(xn, v)

p
)
≤ µn

(
d(xn, u)

p
)
− c

2
d(u, v)p,

which gives the desired conclusion.
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Lemma 3.4. For p > 1, let X be a p-uniformly convex metric space with parameter c ≥ 2
and S : X → X be a nonexpansive mapping. Let Ti : X → X, i = 1, 2, . . . N be a finite
family of firmly nonexpansive-type mappings such that F (S) ∩ F (TN ) ∩ F (TN−1) ∩ · · · ∩
F (T2) ∩ F (T1) ̸= ∅. Then

F (S ◦ TN ◦ TN−1 ◦ · · · ◦ T2 ◦ T1) = F (S) ∩ F (TN ) ∩ F (TN−1) ∩ · · · ∩ F (T2) ∩ F (T1).

Proof. Clearly, F (S)∩F (TN )∩F (TN−1)∩ · · · ∩F (T2)∩F (T1) ⊆ F (S ◦ TN ◦ TN−1 ◦ · · · ◦
T2 ◦ T1).
So, we only show that F (S ◦TN ◦TN−1 ◦ · · · ◦T2 ◦T1) ⊆ F (S)∩F (TN )∩F (TN−1)∩ · · · ∩
F (T2) ∩ F (T1).
Let FN = TN ◦ TN−1 ◦ · · · ◦ T2 ◦ T1 and F0 = I (where I is the identity mapping on X),
then for any x ∈ F (S ◦ FN ) and y ∈ F (S) ∩ F (TN ) ∩ F (TN−1) ∩ · · · ∩ F (T2) ∩ F (T1), we
have that

d(x, y)p = d(SFNx, SFNy)p

≤ d(FNx, y)p. (3.20)

Since c ≥ 2 and TN is a firmly nonexpansive-type mapping, we obtain from (2.2), (3.20)
and Remark 2.11 that

d(TN (FN−1x), FN−1x)
p ≤ d(FN−1x, y)

p − d(TN (FN−1x), y)
p

≤ d(x, y)p − d(FNx, y)p

≤ d(FNx, y)p − d(FNx, y)p,

which implies

FNx = FN−1x. (3.21)

By similar argument, we also obtain that

d(TN−1(FN−2x), FN−2x)
p ≤ d(FN−2x, y)

p − d(TN−1(FN−2x), y)
p

≤ d(x, y)p − d(FN−1x, y)
p

≤ d(FNx, y)p − d(FNx, y)p,

which implies

FN−1x = FN−2x. (3.22)

By repeating the same process as in (3.21)-(3.22), we obtain

FNx = FN−1x = FN−2x = FN−3x = · · · = F2x = F1x = F0x = x. (3.23)

From (3.23), we obtain

x = T1x. (3.24)

From (3.23) and (3.24), we obtain

x = F2x = T2(T1x) = T2x. (3.25)

By repeating the same process as in (3.24)-(3.25), we can show that

x = T1x = T2x = · · · = TN−1x = TNx. (3.26)

Also, from (3.23), we get

x = S(FNx) = Sx. (3.27)
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Thus, we have from (3.26) and (3.27) that F (S ◦ TN ◦ TN−1 ◦ · · · ◦ T2 ◦ T1) ⊆ F (S) ∩
F (TN ) ∩ F (TN−1) ∩ · · · ∩ F (T2) ∩ F (T1).

We are now ready to give the proof of Theorem 2.18. For the sake of readers convenience,
we restate the theorem here before giving the proof.

Theorem 3.5. For p > 1, let X be a complete p-uniformly convex metric space with
parameter c ≥ 2 and fi : X → (−∞,∞], i = 1, 2, . . . , N be a finite family of proper
convex and lower semicontinuous functions. Let T : X → X be a nonexpansive mapping
and Γ := F (T ) ∩

(
∩N
i=1argminy∈X fi(y)

)
̸= ∅. For arbitrary u, x1 ∈ X, let the sequence

{xn} be generated by{
yn = JfN

λn
(N) ◦ J

fN−1

λn
(N−1) ◦ · · · ◦ Jf2

λn
(2) ◦ Jf1

λn
(1)(xn)

xn+1 = αnu⊕ (1− αn) [βnxn ⊕ (1− βn)Tyn] , n ≥ 1,
(3.28)

where {αn} and {βn} are sequences in (0, 1) and {λ(i)
n }, i = 1, 2, . . . , N is a sequence in

(0,∞) with λ
(i)
n ≥ λ(i) > 0 such that

(i) lim
n→∞

αn = 0 and
∞∑

n=1
αn = ∞,

(ii) 0 < a ≤ βn ≤ b < 1.

Then, {xn} converges strongly to v̄ = PΓu, where PΓ is the nearest point map (projection)
of X onto Γ.

Proof. First, we show that {xn} is bounded.

Set w
(i+1)
n = Jfi

λ
(i)
n

w
(i)
n , i = 1, 2, . . . , N, where w

(1)
n = xn, for all n ≥ 1. Then,

w
(2)
n = Jfi

λ
(1)
n

(xn), w
(3)
n = Jfi

λ
(2)
n

◦ Jfi

λ
(1)
n

(xn), . . . , w
(N)
n = Jfi

λ
(N−1)
n

◦ Jfi

λ
(2)
n

◦ Jfi

λ
(1)
n

(xn) and

w
(N+1)
n = yn.

Now, let v ∈ Γ, then we obtain from (1.3), (3.28), Lemma 2.12 (a) and Lemma 2.15 that

d(xn+1, v)
p ≤ αnd(u, v)

p + (1− αn)d(βnxn ⊕ (1− βn)Tyn, v)p

≤ αnd(u, v)
p + (1− αn)

[
βnd(xn, v)

p + (1− βn)d(Tyn, v)
p

− c

2
βn(1− βn)d(xn, Tyn)

p
]

(3.29)

≤ αnd(u, v)
p + (1− αn)

[
βnd(xn, v)

p + (1− βn)d(w
(N+1)
n , v)p

]
(3.30)

= αnd(u, v)
p + (1− αn)

[
βnd(xn, v)

p + (1− βn)d(J
fN

λ
(N)
n

w(N)
n , v)p

]
...

≤ αnd(u, v)
p + (1− αn) [βnd(xn, v)

p + (1− βn)d(xn, v)
p]

≤ max{d(u, v)p, d(xn, v)
p},

which implies by induction that

d(xn, v)
p ≤ max{d(u, v)p, d(x1, v)

p} ∀n ≥ 1. (3.31)

Therefore, {xn} is bounded. Consequently, {yn} and {Tyn} are also bounded.
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From Lemma 2.12(b), we obtain for each i = 1, 2, . . . , N that

d(w(i+1)
n , v)p ≤ d(w(i)

n , v)p − d(w(i)
n , w(i+1)

n )p. (3.32)

Let zn = βnxn ⊕ (1− βn)Tyn. Then from (1.3), we obtain

d(xn+1, v)
p ≤ αnd(u, v)

p + (1− αn)d(zn, v)
p − c

2
αn(1− αn)d(u, zn)

p

≤ αnd(u, v)
p + (1− αn)d(xn, v)

p − c

2
αn(1− αn)d(u, zn)

p

= (1− αn)d(xn, v)
p + αn

(
d(u, v)p − c

2
(1− αn)d(u, zn)

p
)

= (1− αn)d(xn, v)
p + αndn, (3.33)

where dn = d(u, v)p − c
2 (1− αn)d(u, zn)

p.
According to Lemma 2.22, to conclude the proof, it suffices to show that lim sup

k→∞
dnk

≤ 0

for every subsequence {d(xnk
, v)p} of {d(xn, v)

p} satisfying the condition:

lim inf
k→∞

(
d(xnk+1

, v)p − d(xnk
, v)p

)
≥ 0. (3.34)

Now, to show that lim sup
k→∞

dnk
≤ 0, let {d(xnk

, v)p} be a subsequence of {d(xn, v)} such

that (3.34) holds. Then by setting i = N in (3.32), we obtain from (3.30) that

d(xn+1, v)
p ≤ αnd(u, v)

p + (1− αn)βnd(xn, v)
p + (1− αn)(1− βn)d(w

(N+1)
n , v)p

≤ αnd(u, v)
p + (1− αn)βnd(xn, v)

p + (1− αn)(1− βn)d(w
(N)
n , v)p

−(1− αn)(1− βn)d(w
(N)
n , w(N+1)

n )p

≤ αnd(u, v)
p + (1− αn)d(xn, v)

p − (1− αn)(1− βn)d(w
(N)
n , w(N+1)

n )p,

which together with (3.34) imply that

lim sup
k→∞

[
(1− αnk

)(1− βnk
)d(w(N)

nk
, w(N+1)

nk
)p
]

≤ lim sup
k→∞

[ (
d(xnk

, v)p − d(xnk+1
, v)p

)
+ αnk

(d(u, v)p − d(xnk
, v)p)

]
= − lim inf

k→∞

[
d(xnk+1

, v)p − d(xnk
, v)p

]
≤ 0.

Hence, by conditions (i) and (ii), we obtain

lim
k→∞

d(w(N)
nk

, w(N+1)
nk

) = 0. (3.35)

Also, by setting i = N − 1 in (3.32), and following the steps as above, we obtain

lim
k→∞

d(w(N−1)
nk

, w(N)
nk

) = 0. (3.36)

Repeating the same process, we can show that

lim
k→∞

d(w(i)
nk
, w(i+1)

nk
) = 0, i = 1, 2, . . . , N − 2. (3.37)

This, together with (3.35) and (3.36), gives

lim
k→∞

d(w(i)
nk
, w(i+1)

nk
) = 0, i = 1, 2, . . . , N. (3.38)



On Halpern’s Proximal Point Algorithm in p-Uniformly ... 351

From (3.38), and applying triangle inequality, we obtain for each i = 1, 2, . . . , N +1, that

lim
k→∞

d(xnk
, w(i)

nk
) = lim

k→∞
d(w(1)

nk
, w(i)

nk
) = 0. (3.39)

Since 0 < λ(i) ≤ λ
(i)
n for all n ≥ 1, we obtain from Lemma 2.20 and (3.38) that

d
(
w(i)

nk
, Jfi

λ(i)w
(i)
nk

)
≤ d

(
w(i)

nk
, Jfi

λ
(i)
nk

w(i)
nk

)
→ 0, as k → ∞, i = 1, 2, . . . , N. (3.40)

Furthermore, we obtain from (3.29) that

d(xn+1, v)
p ≤ αnd(u, v)

p + (1− αn)d(xn, v)
p − c

2
(1− αn)βn(1− βn)d(xn, T yn)

p

≤ αnd(u, v)
p + d(xn, v)

p − c

2
βn(1− αn)(1− βn)d(xn, Tyn)

p.

This together with (3.34) implies

lim sup
k→∞

[ c
2
βnk

(1− αnk
)(1− βnk

)d(xnk
, Tynk

)p
]

≤ lim sup
k→∞

[
αnk

d(u, v)p + d(xnk
, v)p − d(xnk+1

, v)p
]

= − lim inf
k→∞

(
d(xnk+1

, v)p − d(xnk
, v)p

)
≤ 0.

This gives

lim
k→∞

d(xnk
, Tynk

) = 0. (3.41)

From (2.1), we get

d(xnk+1
, znk

) = d(αnk
u⊕ (1− αnk

)znk
, znk

) = αnk
d(u, znk

) → 0, as k → ∞. (3.42)

Similarly, we get that

d(znk
, xnk

) = (1− βnk
)d(Tynk

, xnk
) → 0, as k → ∞. (3.43)

Setting i = N + 1 in (3.39), we obtain that

lim
k→∞

d(xnk
, ynk

) = 0. (3.44)

From (3.42) and (3.43), we get

lim
k→∞

d(xnk+1
, xnk

) = 0. (3.45)

Again, we obtain from (3.39), (3.40) and (3.41) that

d(xnk
, TJfi

λ(i)xnk
) ≤ d(xnk

, Tynk
) + d(Tynk

, TJfi
λ(i)xnk

)

≤ d(xnk
, Tynk

) + d(w(N+1)
nk

, Jfi
λ(i)w

(1)
nk

)

≤ d(xnk
, Tynk

) + d(w(N+1)
nk

, w(1)
nk

) + d(w(1)
nk

, w(i)
nk
)

+d(w(i)
nk
, Jfi

λ(i)w
(i)
nk
) + d(Jfi

λ(i)w
(i)
nk
, Jfi

λ(i)w
(1)
nk

)

≤ d(xnk
, Tynk

) + d(w(N+1)
nk

, w(1)
nk

) + 2d(w(1)
nk

, w(i)
nk
)

+d(w(i)
nk
, Jfi

λ(i)w
(i)
nk
) → 0, as k → ∞. (3.46)

We now show that {xn} converges strongly to v̄ = PΓu.

Let v̄ = lim
t→0

xtt′ , where {xtt′} is as defined in (3.5) with S = T ◦JfN
λ(N) ◦J

fN−1

λ(N−1) ◦ · · · ◦Jf1
λ(1) .

Then, by Lemma 3.3, Lemma 3.4 and Remark 2.10, we obtain that v̄ = PF (S)u = PΓu.
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Replacing v by v̄ and using Lemma 3.3 (ii), we obtain that µnk
(d(u, v̄)p− 2

cd(u, xnk
)p) ≤ 0

for all Banach limits µ. Also, we obtain from (3.45) that

lim sup
k→∞

([
d(u, v̄)p − 2

c
d(u, xnk+1

)p
]
−
[
d(u, v̄)p − 2

c
d(u, xnk

)p
])

≤ 0.

Hence, it follows from Lemma 2.8 that

lim sup
k→∞

(
d(u, v̄)p − 2

c
d(u, xnk

)p
)
≤ 0. (3.47)

From (3.43) and (3.47), we obtain that

lim sup
k→∞

dnk
= lim sup

k→∞

(
d(u, v̄)p − c

2
(1− αnk

)d(u, znk
)p
)
≤ 0.

Thus, replacing v by v̄ in (3.33) and applying Lemma 2.22 to (3.33), we get lim
n→∞

d(xn, v̄)

= 0. Therefore, {xn} converges strongly to v̄ = PΓu.

The following corollary of Theorem 3.5 generalizes the results of [57, Theorem 3.1] and
[53, Theorem 2.3] in CAT(0) spaces.

Corollary 3.6. Let X be a complete 2-uniformly convex metric space with parameter
c = 2 (in particular, a complete CAT(0) space) and fi : X → (−∞,∞], i = 1, 2, . . . , N
be a finite family of proper convex and lower semicontinuous functions. Let T : X → X
be a nonexpansive mapping and Γ := F (T ) ∩

(
∩N
i=1argminy∈X fi(y)

)
̸= ∅. For arbitrary

u, x1 ∈ X, let the sequence {xn} be generated by{
yn = JfN

λ
(N)
n

◦ JfN−1

λ
(N−1)
n

◦ · · · ◦ Jf2

λ
(2)
n

◦ Jf1

λ
(1)
n

(xn),

xn+1 = αnu⊕ (1− αn) [βnxn ⊕ (1− βn)Tyn] , n ≥ 1,
(3.48)

where {αn} and {βn} are sequences in (0, 1) and {λ(i)
n }, i = 1, 2, . . . , N is a sequence in

(0,∞) with λ
(i)
n ≥ λ(i) > 0 such that

(i) lim
n→∞

αn = 0 and
∞∑

n=1
αn = ∞,

(ii) 0 < a ≤ βn ≤ b < 1.

Then, {xn} converges strongly to v̄ = PΓu, where PΓ is the nearest point map (projection)
of X onto Γ.

By setting T ≡ I in Theorem 3.5 (where I is the identity mapping on X), we obtain the
following result which is similar to the result of [26, Theorem 3.15] and generalizes the
result of [26, Theorem 3.13].

Corollary 3.7. For p > 1, let X be a complete p-uniformly convex metric space with
parameter c ≥ 2 and fi : X → (−∞,∞], i = 1, 2, . . . , N be a finite family of proper
convex and lower semicontinuous functions. Let Γ := ∩N

i=1argminy∈X fi(y) ̸= ∅. For
arbitrary u, x1 ∈ X, let the sequence {xn} be generated by{

yn = JfN

λ
(N)
n

◦ JfN−1

λ
(N−1)
n

◦ · · · ◦ Jf2

λ
(2)
n

◦ Jf1

λ
(1)
n

(xn),

xn+1 = αnu⊕ (1− αn) [βnxn ⊕ (1− βn)yn] , n ≥ 1,
(3.49)

where {αn} and {βn} are sequences in (0, 1) and {λ(i)
n }, i = 1, 2, . . . , N is a sequence in

(0,∞) with λ
(i)
n ≥ λ(i) > 0 such that
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(i) lim
n→∞

αn = 0 and
∞∑

n=1
αn = ∞,

(ii) 0 < a ≤ βn ≤ b < 1.

Then, {xn} converges strongly to v̄ = PΓu, where PΓ is the nearest point map (projection)
of X onto Γ.

4. Numerical Examples

In this section, we present two numerical examples of Algorithm (3.5) (in comparison
with the methods studied by Okeke and Izuchukwu [49] and Suparatulatorn et al. [57])
in an Hadamard space and in a p-uniformly convex metric space, to show its applicability
and advantage. Throughout this section, we shall take αn = 1

3n+1 , βn = n
100n+1 and

λ
(i)
n = in+1

in , i = 1, 2, 3, 4, for all n ≥ 1. Hence, Algorithm (3.28) becomes

z̄n = argminv∈X

(
f1(v) +

(
1

pλp−1
n

)
dX(v, xn)

p
)
,

wn = argminv∈X

(
f2(v) +

(
1

pλp−1
n

)
dX(v, zn)

p
)
,

vn = argminv∈X

(
f3(v) +

(
1

pλp−1
n

)
dX(v, wn)

p
)
,

yn = argminv∈X

(
f4(v) +

(
1

pλp−1
n

)
dX(v, vn)

p
)
,

xn+1 = u
3n+1 ⊕ ( 3n

3n+1 )
[
( n
100n+1 )xn ⊕ ( 99n+1

100n+1 )Tyn

]
, n ≥ 1,

(4.1)

the algorithm studied by Okeke and Izuchukwu [49] becomes
wn = argminv∈X

(
f(v) +

(
1

pλp−1

)
dX(v, xn)

p
)
,

yn = argminv∈X

(
f(v) +

(
1

pλp−1

)
dX(v, wn)

p
)
,

xn+1 = u
3n+1 ⊕ ( 3n

3n+1 )Tyn, n ≥ 1,

(4.2)

and the algorithm studied by Suparatulatorn et al. [57] becomes{
yn = argminv∈X

(
f(v) +

(
1

pλp−1
n

)
dX(v, xn)

p
)
,

xn+1 = u
3n+1 ⊕ ( 3n

3n+1 )Tyn, n ≥ 1.
(4.3)

Example 4.1. Here, we present a numerical example in an Hadamard space to illustrate
the performance of our algorithm. Let X = R2 be endowed with a metric dX : R2×R2 →
[0,∞) defined by

dX(x, y) =
√

(x1 − y1)2 + (x2
1 − x2 − y21 + y2)2 ∀x, y ∈ R2.

Then, (R2, dX) is a complete CAT(0) space (see [61, Example 5.2]) with the geodesic
joining x to y given by

(1− t)x⊕ ty =
(
(1− t)x1 + ty1, ((1− t)x1 + ty1)

2 − (1− t)(x2
1 − x2)− t(y21 − y2)

)
.

Therefore, (R2, dX) is a complete p-uniformly convex metric space with p = 2 and pa-
rameter c = 2.
Now define T : R2 → R2 by T (x1, x2) = (x1, 2x

2
1 − x2). Clearly, T is not a nonexpansive
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mapping in the classical sense. However, it is easy to check that T is nonexpansive in
(R2, dX). Indeed, for all x, y ∈ R2,

dX(Tx, Ty) =
√
(x1 − y1)2 + (x2

1 − (2x2
1 − x2)− y21 + (2y21 − y2))2

=
√
(x1 − y1)2 + (x2

1 − x2 − y21 + y2)2

= dX(x, y).

Again, define f1 : R2 → R by f1(x1, x2) = 100((x2 + 1) − (x1 + 1)2)2 + x2
1. Then f1

is a proper convex and lower semicontinuous function in (R2, dX) but not convex in the
classical sense (see [61]). Also, define fi : R2 → R by fi(x1, x2) = 50ix2

1, i = 2, 3, 4. Then
fi is a proper convex and lower semicontinuous function for each i = 2, 3, 4.

We consider the following 4 cases for our numerical experiments.

Case 1: x1 = (0.5,−0.25)T and u = (0.5, 3)T ,

Case 2: x1 = (−1.5,−3)T and u = (0.5, 3)T ,

Case 3: x1 = (0.5, 3)T and u = (−1.5,−3)T ,

Case 4: x1 = (0.5, 3)T and u = (0.5,−0.25)T .

Example 4.2. We now give an example in p-uniformly convex metric space to further
show the efficiency and advantage of our Algorithm. Let P(n) be the space of n × n
Hermitian positive definite matrices. For 1 ≤ p < ∞, the geodesic distance between A
and B in P(n) (also called the p-Schatten distance) dp : P(n)×P(n) → [0,∞) is defined
by (see [18], [39, Chapter 2] and [17, Example 5.2])

dp(A,B) = inf{L(c) | c : [0, 1] → P(n) is a smooth curve with c(0) = A and c(1) = B}
= || log(A− 1

2BA− 1
2 ||p

=

(
m∑
i=1

logp µi(A
−1B)

) 1
p

,

where µi(A
−1B) is the eigenvalue of A−1B, L(c) :=

∫ 1

0
||c(t)− 1

2 c′(t)c(t)−
1
2 ||pdt, ||A||p :=

(tr|A|p)
1
p , tr is the the usual trace functional and |A| = (AHA)

1
2 (where AH is the

conjugate transpose of A). The pair (P(n), dp) is a p-uniformly convex metric space with
geodesic joining A to B in P(n) given by (see [18, 19, 39])

(1− t)x⊕ ty = A
1
2

(
A− 1

2BA− 1
2

)t
A

1
2 , 0 ≤ t ≤ 1.

Now, define T : P(n) → P(n) by TA = DHAD, where D ∈ GL(n) (the set of n × n
invertible matrices). Then T is a nonexpansive mapping (see [39, Chapter 2]). Also, define

f1 : P(n) → R by f1A =

(
m∑
i=1

logp µi(A
−1eA)

) 1
p

, where µi(A
−1eA) is the eigenvalue of

A−1eA. Then f1 is convex and lower semicontinuous (see [5]). Again, define f2, f3, f4 :
P(n) → R by f2A = − log detA, f3A = tr(A) and f4A = tr(eA) respectively, then fi is
convex and lower semicontiunous for each i = 2, 3, 4 (see [5, 56]).
We now consider the following 4 cases for our numerical experiments.
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Case I: x1 =

[
2 i
−i 2

]
and u =

[
5 1 + i

1− i 4

]
,

Case II: x1 =

[
2 2− i

2 + i 4

]
and u =

[
5 1 + i

1− i 4

]
,

Case III: x1 =

[
2 2− i

2 + i 4

]
and u =

[
1 4 + i

4− i 3

]
,

Case IV: x1 =

[
3 −3− i

−3 + i 4

]
and u =

[
2 −i
i 2

]
.

Remark 4.3. Using different choices of the initial vectors x1 and u for Example 4.1 (that
is, Case 1-Case 4), and matrices x1 and u for Example 4.2 (that is, Case I-Case IV),
we obtain the numerical results shown in Figure 1, Figure 2, Table 1 and Table 2. We see
in the figures that the error values converge to 0, suggesting that by choosing arbitrary
starting vectors, the sequence {xn} converges to the common minimizer of fi, i = 1, 2, 3, 4
which is also a fixed point of T . In all our comparisons (see the tables and graphs), we
see that our algorithm performs better than the algorithms studied in [49] and [57].
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Figure 1. Errors vs Iteration numbers for Example 4.1: Case 1 (top
left); Case 2 (top right); Case 3 (bottom left); Case 4 (bottom right).
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Figure 2. Errors vs Iteration numbers for Example 4.2: Case I (top
left); Case II (top right); Case III (bottom left); Case IV (bottom
right).
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5. Conclusion

Strong convergence of Halpern-type proximal point algorithm to a common minimizer
of a finite family of proper convex and lower semicontinuous functions which is also a
fixed point of a nonexpansive mapping is established under some mild assumptions in the
framework of a complete p-uniformly convex metric space. The established results of this
paper improve the results in [58] from ∆-convergence results to strong convergence results
since strong convergence results are much more desirable than ∆-convergence results in
infinite dimensional spaces (see Remark 2.17). Moreover, the obtained results show that
the ∆-demicloseness assumption imposed on the p-resolvent operators in [58] can be
dispensed with (see Remark 2.14). The obtained results in this paper also generalize
several contemporary results from Hadamard spaces to p-uniformly convex metric spaces
which was inspired by the importance and the applicability of the p-uniformly convex
metric spaces (for example, see Example 4.2). To further show the applicability and the
advantage of the obtained results, two numerical examples of our method in comparison
(in terms of CPU time and number of iterations as seen in Tables 1 and 2, and in terms
of Errors vs number of iterations as seen in Figures 1 and 2) with other methods in the
literature, were considered in an Hadamard space and in a p-uniformly convex metric
space. In all our comparisons, the numerical results show that our method performs
better and have competative advantage than the methods in [49] and [57].
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[29] O. Güler, On the convergence of the proximal point algorithm for convex minimiza-
tion, SIAM J. Control Optim. 29 (1991) 403–419.

[30] S. Kamimura, W. Takahashi, Approximating solutions of maximal monotone opera-
tors in Hilbert spaces, J. Approx. Theory 106 (2000) 226–240.



360 Thai J. Math. Vol. 22 (2024) /C. Izuchukwu et al.

[31] K. Kankam, N. Pholasa, P. Cholamjiak, On the convergence and complexity of the
modified forward-backward method involving new linesearches for convex minimiza-
tion, Math. Meth. Appl. Sci. 42 (5) (2019) 1352–1362.

[32] S.H. Khan, T.O. Alakoya, O.T. Mewomo, Relaxed projection methods with self-
adaptive step size for solving variational inequality and fixed point problems for an
infinite family of multivalued relatively nonexpansive mappings in Banach spaces
Math. Comput. Appl. 25 (2020) Article no. 54.

[33] K. Kuwae, Resolvent flows for convex functionals and p-Harmonic maps, Anal. Geom.
Metr. Spaces 3 (2015) 46–72.

[34] K. Kuwae, Jensen’s inequality on convex spaces, Calc. Var. Partial Differential Equa-
tions 49 (3–4) (2014) 1359–1378.
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