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#### Abstract

In this study, the trigonometric spline function is presented for solving a singularly perturbed initial value problem for a linear first-order Volterra integro-differential equation. By this idea integrodifferential equation will be changed into the system of algebraic equation. The relations and the error analysis of trigonometric spline function are derived. The convergence analysis of the method discussed. Some examples are included to demonstrate the validity and applicability of the technique and to compare the computed results with the existing methods.
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## 1. Introduction

In this study, we apply trigonometric spline function to develop numerical solution of the singularly perturbed Volterra integro-differential equations (SPVIDEs) :

$$
\left\{\begin{array}{l}
\epsilon y^{\prime}(x)+p(x) y(x)+\int_{0}^{x} k(x, t) y(t) d t=f(x), x \in I:=[0, \Omega],  \tag{1.1}\\
y(0)=y_{0},
\end{array}\right.
$$

where $\epsilon,(\epsilon \in(0,1])$ is the perturbation parameter. Here $f(x)$ and $k(x, t)$ are sufficiently smooth functions with $(x, t) \in(I \times I), p(x) \geq \alpha>0$ for some constant $\alpha$, and $y(x)$ is the unknown function. By choosing $\epsilon=0$ in (1.1), we obtain the reduced equation:

$$
\begin{equation*}
p(x) y(x)+\int_{0}^{x} k(x, t) y(t) d t=f(x), \tag{1.2}
\end{equation*}
$$

[^0]which is a Volterra integral equation of the second kind. SPVIDEs occur in many chemicals, physical and biological problems. Some of its applications are in diffusion-dissipation processes, epidemic dynamics, synchronous control systems, renewal processes and filament stretching, (see, [1-6]).

A survey of the literature on singularly perturbed Volterra integral and integro-differential equations is given in [7].
In general, singularly perturbed differential equations are usually identified by a small parameter $\epsilon$ multiplying some or all of the highest-order terms in the differential equations. In such cases, when the perturbed parameter $\epsilon$ tends to zero $(\epsilon \longrightarrow 0)$, width length of boundary layer becomes thinner. That's why the behavior of unknown function $y(x)$ in the boundary layer is difficult to simulate numerically, i.e., the solution of (1.1) in the presence of the singular perturbation parameter $\epsilon$ varies very rapidly in a thin layer near $x=0$, compared to the solution of (1.2), (see, also [1, 8] ). In recent years, a considerable amount of numerical methods such as exponential techniques [8], finite difference method [9, 10], the Petrov-Galerkin method [11], the spectral method [12], and so on. The results show that classical numerical methods, such as finite volume, finite element, and finite difference do not work well for these problems because they often produce oscillatory solutions which are inaccurate when the perturbed parameter $\epsilon$ is small. Also, other numerical methods have been studied to solve this type of problem. For example, a special class of singularly perturbed integro-differential-algebraic equations and singularly perturbed integro-differential systems have been solved by implicit Runge-Kutta methods in [13], and the convergence of the extended implicit Pouzet-Volterra-Runge-Kutta methods applied to singularly perturbed systems of Volterra integro-differential equations analyzed in [14]. The exponential scheme and stability analysis of this scheme is discussed in [15]. The numerical discretization of SPVIDEs and Volterra integral equations by tension spline collocation methods in certain tension spline spaces are considered in [16]. In [17], Bijura analyzed the existence of the initial layers whose thickness is not of the order of magnitude $O(\epsilon), \epsilon \longrightarrow 0$, and constructed approximate solutions using the initial layer. The convergence properties of a difference scheme for nonlinear SPVIDEs on a graded mesh studied in [18]. Studied the convergence properties of a finite difference scheme on a Shishkin mesh for problem (1.1), using the midpoint difference operator and trapezoidal integration in [19], and proved it to be almost second-order accurate, in [1], analyzed and exponentially fitted difference scheme on a uniform mesh for the same problem. Recently, there has been a growing interest in the numerical solution of SPVIDEs. For example, the coupled method for SPVIDEs is discussed by Tao and Zhang in [20], and the uniformly convergent numerical method is used for them by Iragi and Munyakazi in [21].
In this work, we pursue two important aims. The first aim is to explore non-polynomial spline interpolation with multiple parameters and to produce the error of approximate trigonometric spline. The second aim is to introduce a new approximate technique to find solutions of SPVIDEs, and we demonstrate the convergence analysis for this technique. The main advantage of our algorithm is that it can be used directly without using assumption or transformation formulae.

The structure of this paper is organized as follows. In section 2, the trigonometric spline formulation to solve singularly perturbed Volterra integro-differential equation is derived. In section 3, the convergence of the method is investigated. Some numerical results are given to clarify the method in section 4 , and the computed results are compared with other known methods in [1], [21] and [20]. Finally, we have a conclusion of our study.

## 2. Trigonometric Spline Method

Here we study interpolation based on the trigonometric spline. For the existence and uniqueness of trigonometric interpolation see [22] and [23] also for error analysis in trigonometric interpolations see [24]. In [25] developed a scheme based on exponential quartic spline for solving third-order self adjoint singularly perturbed boundary value problems and the parametric cubic spline method was presented for solving Bratus problem in [26]. In [24] trigonometric interpolation introduced of the following form:

$$
\begin{equation*}
Q_{n}(x)=\sum_{i=0}^{n} a_{i} \phi_{i}(x), \tag{2.1}
\end{equation*}
$$

where $\left\{\phi_{0}(x), \phi_{1}(x), \phi_{2}(x), \ldots, \phi_{n}(x)\right\}$ is a set of linearly independent real-valued continuous functions on $[a, b]$, and coefficients $a_{0}, a_{1}, a_{2}, \ldots, a_{n}$ are determined by the interpolation conditions. The spline functions presented in this paper, similarly articles [27], [28], [29], [30], [31], [32], [33], and [34], have the following form,

$$
Q_{n}(x) \in \operatorname{span}\{\sin (\omega x), \cos (\omega x), \sin (2 \omega x), \cos (2 \omega x)\} .
$$

We consider a uniform mesh $\Omega$ with nodal points $x_{i}$ on $[a, b]$ such that

$$
\Omega: a=x_{0}<x_{1}<\ldots<x_{n}=b,
$$

where $h=\frac{(b-a)}{n}$. Let $S_{i}(x, \omega)$ be the interpolating spline function which interpolate $y(x)$ at $x_{k}$, defined on the interval $\left[x_{i}, x_{i+1}\right], i=0,1, \ldots, n-1$, as

$$
\left\{\begin{align*}
S_{\Omega}(x, \omega)= & a_{i} \sin \left(\omega\left(x-x_{i}\right)\right)+b_{i} \cos \left(\omega\left(x-x_{i}\right)\right)  \tag{2.2}\\
& +c_{i} \sin \left(2 \omega\left(x-x_{i}\right)\right)+d_{i} \cos \left(2 \omega\left(x-x_{i}\right)\right)
\end{align*}\right.
$$

where $a_{i}, b_{i}, c_{i}$ and $d_{i}$ are real and $\omega$ is an arbitrary parameter. To derive expression for the coefficients in equations of (2.2) in terms of $y_{i}, y_{i+1}, M_{i}$ and $M_{i+1}$, we first denote

$$
\begin{align*}
& \begin{cases}S_{\Omega}\left(x_{i}, \omega\right)=y_{i}, & S_{\Omega}\left(x_{i+1}, \omega\right)=y_{i+1}, \\
S_{\Omega}^{\prime \prime}\left(x_{i}, \omega\right)=M_{i}, & S_{\Omega}^{\prime \prime}\left(x_{i+1}, \omega\right)=M_{i+1},\end{cases}  \tag{2.3}\\
& \begin{cases}S_{\Omega}\left(x_{i}, \omega\right)=y_{i}, & S_{\Omega}\left(x_{i+1}, \omega\right)=y_{i+1}, \\
S_{\Omega}^{\prime}\left(x_{i}, \omega\right)=m_{i}, & S_{\Omega}^{\prime}\left(x_{i+1}, \omega\right)=m_{i+1} .\end{cases} \tag{2.4}
\end{align*}
$$

By using the equations (2.2) and (2.3), we get the following expressions:

$$
\left\{\begin{array}{l}
a_{i}=-\frac{\csc (\theta)}{3 \omega^{2}}\left(\left(\cos (\theta) M_{i}-M_{i+1}\right)+4 \omega^{2}\left(\cos (\theta) y_{i}-y_{i+1}\right)\right),  \tag{2.5}\\
b_{i}=\frac{1}{3 \omega^{2}}\left(M_{i}+4 \omega^{2} y_{i}\right), \\
c_{i}=\frac{\csc (2 \theta)}{3 \omega^{2}}\left(\left(\cos (2 \theta) M_{i}-M_{i+1}\right)+\omega^{2}\left(\cos (2 \theta) y_{i}-y_{i+1}\right)\right), \\
d_{i}=-\frac{1}{3 \omega^{2}}\left(M_{i}+\omega^{2} y_{i}\right) .
\end{array}\right.
$$

From the continuity of the first derivatives of spline functions $S_{i-1}(x, \omega)$ and $S_{i}(x, \omega)$ at $x=x_{i}$, we get the following consistency relations:

$$
\begin{equation*}
\left(\alpha_{1} M_{i-1}+2 \alpha_{2} M_{i}+\alpha_{1} M_{i+1}\right)=\frac{1}{h^{2}}\left(y_{i-1}-2 \alpha_{3} y_{i}+y_{i+1}\right), i=1,2, \ldots, n-1 \tag{2.6}
\end{equation*}
$$

where

$$
\alpha_{1}=\frac{1-\sec (\theta)}{\theta^{2}(-4+\sec (\theta))}, \quad \alpha_{2}=\frac{-\sin (\theta) \tan (\theta)}{\theta^{2}(-4+\sec (\theta))}, \quad \alpha_{3}=\frac{2+\cos (2 \theta)}{-1+4 \cos (\theta)},
$$

and $\theta=\omega h$. If $\theta \longrightarrow 0$, then $\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \longrightarrow\left(\frac{1}{6}, \frac{1}{3}, 1\right)$. Moreover, assuming $\left(\alpha_{1}, \alpha_{2}, \alpha_{3}\right) \longrightarrow$ $\left(\frac{1}{12}, \frac{5}{12}, 1\right)$, we get the following relation:

$$
\begin{equation*}
\left(M_{i-1}+10 M_{i}+M_{i+1}\right)=\frac{12}{h^{2}}\left(y_{i-1}-2 y_{i}+y_{i+1}\right), i=1,2, \ldots, n-1 \tag{2.7}
\end{equation*}
$$

By expanding (2.6) in Taylor series about $x_{i}$, we obtain the following local truncation error:

$$
\left\{\begin{align*}
T_{i}= & \left(2 \alpha_{3}-2\right) y_{i}+\left(2 \alpha_{1}+2 \alpha_{2}-1\right) h^{2} y_{i}^{\prime \prime}+\frac{1}{12}\left(12 \alpha_{1}-1\right) h^{4} y_{i}^{(4)}  \tag{2.8}\\
& +\frac{1}{360}\left(30 \alpha_{1}-1\right) h^{6} y_{i}^{(6)}+\frac{1}{20160}\left(56 \alpha_{1}-1\right) h^{8} y_{i}^{(8)}+O\left(h^{10}\right)
\end{align*}\right.
$$

Similarly, by using (2.2) and (2.4), we have

$$
\begin{equation*}
\left(\beta_{1} m_{i-1}+2 \beta_{2} m_{i}+\beta_{1} m_{i+1}\right)=\frac{\beta_{3}}{h}\left(y_{i+1}-y_{i-1}\right), i=1,2, \ldots, n-1 \tag{2.9}
\end{equation*}
$$

where
$\beta_{1}=\frac{3 \theta \csc ^{2}\left(\frac{\theta}{2}\right) \sin (\theta)}{(2+\cos (\theta))}, \beta_{2}=\frac{3 \theta \csc ^{2}\left(\frac{\theta}{2}\right)(2 \sin (\theta)+\sin (2 \theta))}{2(2+\cos (\theta))}, \beta_{3}=\frac{3 \theta^{2} \csc ^{2}\left(\frac{\theta}{2}\right)(1+2 \cos (\theta))}{(2+\cos (\theta))}$.
Now in relation (2.9), if $\theta \longrightarrow 0$, that $\left(\beta_{1}, \beta_{2}, \beta_{3}\right) \longrightarrow\left(\frac{1}{3}, \frac{2}{3}, 1\right)$ and if let $\left(\beta_{1}, \beta_{2}, \beta_{3}\right) \longrightarrow$ $\left(\frac{1}{6}, \frac{5}{6}, 1\right)$ we have the following system:

$$
\begin{equation*}
\left(m_{i-1}+10 m_{i}+m_{i+1}\right)=\frac{1}{2 h}\left(y_{i+1}-y_{i+1}\right), i=1,2, \ldots, n-1 \tag{2.10}
\end{equation*}
$$

Similarly, by expanding (2.9) in Taylor series about $x_{i}$, we obtain the following local truncation error:

$$
\left\{\begin{array}{c}
T_{i}=\left(2 \beta_{1}+2 \beta_{2}-2 \beta_{3}\right) h y_{i}^{\prime}+\frac{1}{3}\left(3 \beta_{1}-\beta_{3}\right) h^{3} y_{i}^{(3)}+\frac{1}{60}\left(5 \beta_{1}-\beta_{3}\right) h^{5} y_{i}^{(5)}  \tag{2.11}\\
+\frac{1}{2520}\left(7 \beta_{1}-\beta_{3}\right) h^{7} y_{i}^{(7)}+O\left(h^{9}\right) .
\end{array}\right.
$$

Now, the values $M_{i}$ and $m_{i}$ are determined as the unique solutions of linear systems (2.7) and (2.10). We approximated $m_{0}=\frac{-3 y_{0}+4 y_{1}-y_{2}}{2 h}$ and $m_{n}=\frac{y_{n-2}-4 y_{n-1}+3 y_{n}}{2 h}$, and also, using boundary conditions, we approximate $M_{i}$ for $i=0, n$. So the values $M_{i}$ for $i=0,1,2, \ldots, n$ are determined as the solutions of the following linear system:

$$
\left[\begin{array}{ccccccccc}
1 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 0  \tag{2.12}\\
1 & 10 & 1 & 0 & \cdots & 0 & 0 & 0 & 0 \\
0 & 1 & 10 & 1 & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & 1 & 10 & 1 & 0 \\
0 & 0 & 0 & 0 & \cdots & 0 & 1 & 10 & 1 \\
0 & 0 & 0 & 0 & \cdots & 0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
M_{0} \\
M_{1} \\
M_{2} \\
\vdots \\
\vdots \\
M_{n-2} \\
M_{n-1} \\
M_{n}
\end{array}\right]=\frac{12}{h^{2}}\left[\begin{array}{c}
y_{0} \\
y_{0}-2 y_{1}+y_{2} \\
y_{1}-2 y_{2}+y_{3} \\
\vdots \\
\vdots \\
y_{n-3}-2 y_{n-2}+y_{n-1} \\
y_{n-2}-2 y_{n-1}+y_{n} \\
y_{n}
\end{array}\right] .
$$

And the values $m_{i}$ for $i=0,1,2, \ldots, n$ are determined as follows:

$$
\left[\begin{array}{cccccccccc}
1 & 0 & 0 & 0 & \cdots & \cdots & 0 & 0 & 0 & 0  \tag{2.13}\\
1 & 10 & 1 & 0 & \cdots & \cdots & 0 & 0 & 0 & 0 \\
0 & 1 & 10 & 1 & \cdots & \cdots & 0 & 0 & 0 & 0 \\
\vdots & \vdots & \ddots & \ddots & \ddots & \cdots & \vdots & \vdots & \vdots & \vdots \\
\vdots & \vdots & \vdots & \ddots & \ddots & \ddots & \vdots & \vdots & \vdots & \vdots \\
0 & 0 & 0 & 0 & \cdots & \cdots & 1 & 10 & 1 & 0 \\
0 & 0 & 0 & 0 & \cdots & \cdots & 0 & 1 & 10 & 1 \\
0 & 0 & 0 & 0 & \cdots & \cdots & 0 & 0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
m_{0} \\
m_{1} \\
m_{2} \\
\vdots \\
\vdots \\
m_{n-2} \\
m_{n-1} \\
m_{n}
\end{array}\right]=\frac{6}{h}\left[\begin{array}{c}
\frac{-3 y_{0}+4 y_{1}-y_{2}}{12} \\
y_{2}-y_{0} \\
y_{3}-y_{1} \\
\vdots \\
\vdots \\
y_{n-1}-y_{n-3} \\
y_{n}-y_{n-2} \\
\frac{y_{n-2}-4 y_{n-1}+3 y_{n}}{12}
\end{array}\right] .
$$

Briefly, relations (2.12) and (2.13) can be written as follows, in which the matrix $W$ is strictly diagonally-dominant matrix, then the matrix $W$ is invertible. Hence,

$$
\left\{\begin{array}{lll}
h^{2} W M=R Y & \Longrightarrow \quad M=\frac{1}{h^{2}} W^{-1} R Y  \tag{2.14}\\
h W m=S Y \quad & \Longrightarrow \quad m=\frac{1}{h} W^{-1} S Y
\end{array}\right.
$$

From (2.2) and (2.3) we have

$$
\begin{aligned}
& S_{i}(x, \omega)= \\
& \frac{\sin \left(\omega\left(x-x_{i}\right)\right)}{3 \omega^{2}}\left(-\cot (\theta) M_{i}+\csc (\theta) M_{i+1}-4 \omega^{2} \cot (\theta) y_{i}+4 \omega^{2} \csc (\theta) y_{i+1}\right) \\
& +\frac{\cos \left(\omega\left(x-x_{i}\right)\right)}{3 \omega^{2}}\left(M_{i}+4 \omega^{2} y_{i}\right) \\
& +\frac{\sin \left(2 \omega\left(x-x_{i}\right)\right)}{3 \omega^{2}}\left(\cot (2 \theta) M_{i}-\csc (2 \theta) M_{i+1}+\omega^{2} \cot (2 \theta) y_{i}-\omega^{2} \csc (2 \theta) y_{i+1}\right) \\
& +\frac{\cos \left(2 \omega\left(x-x_{i}\right)\right)}{3 \omega^{2}}\left(-M_{i}-\omega^{2} y_{i}\right) .
\end{aligned}
$$

The discretization of Equations (1.1), with the help of equation (2.2), is as follows

$$
\begin{aligned}
\epsilon y_{i}^{\prime}+a_{i} y_{i} & =f_{i}+\int_{0}^{x} k\left(x_{i}, t\right) y(t) d t \\
& =f_{i}+\sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}} k\left(x_{i}, t\right) y(t) d t \\
& \cong f_{i}+\sum_{j=0}^{n-1} \int_{t_{j}}^{t_{j+1}} k\left(x_{i}, t\right) S_{j}(t) d t \\
& =f_{i}-\sum_{j=0}^{n-1} \frac{\cot (\theta) M_{j}+4 \omega^{2} \cot (\theta) y_{j}}{3 \omega^{2}} \int_{t_{j}}^{t_{j+1}} \sin \left(\omega\left(t-t_{j}\right)\right) k\left(x_{i}, t\right) d t
\end{aligned}
$$

$$
\begin{aligned}
& +\sum_{j=0}^{n-1} \frac{\csc (\theta) M_{j+1}+4 \omega^{2} \csc (\theta) y_{j+1}}{3 \omega^{2}} \int_{t_{j}}^{t_{j+1}} \sin \left(\omega\left(t-t_{j}\right)\right) k\left(x_{i}, t\right) d t \\
& +\sum_{j=0}^{n-1} \frac{M_{j}+4 \omega^{2} y_{j}}{3 \omega^{2}} \int_{t_{j}}^{t_{j+1}} \cos \left(\omega\left(t-t_{j}\right)\right) k\left(x_{i}, t\right) d t \\
& +\sum_{j=0}^{n-1} \frac{\cot (2 \theta) M_{j}+\omega^{2} \cot (2 \theta) y_{j}}{3 \omega^{2}} \int_{t_{j}}^{t_{j+1}} \sin \left(2 \omega\left(t-t_{j}\right)\right) k\left(x_{i}, t\right) d t \\
& -\sum_{j=0}^{n-1} \frac{\csc (2 \theta) M_{j+1}+\omega^{2} \csc (2 \theta) y_{j+1}}{3 \omega^{2}} \int_{t_{j}}^{t_{j+1}} \sin \left(2 \omega\left(t-t_{j}\right)\right) k\left(x_{i}, t\right) d t \\
& -\sum_{j=0}^{n-1} \frac{M_{j}+\omega^{2} y_{j}}{3 \omega^{2}} \int_{t_{j}}^{t_{j+1}} \cos \left(2 \omega\left(t-t_{j}\right)\right) k\left(x_{i}, t\right) d t,
\end{aligned}
$$

assuming

$$
\left\{\begin{array}{l}
a(i, j)=\int_{t_{j}}^{t_{j+1}} \sin \left(\omega\left(t-t_{j}\right)\right) k\left(x_{i}, t\right) d t \\
b(i, j+1)=\int_{t_{j}}^{t_{j+1}} \sin \left(\omega\left(t-t_{j}\right)\right) k\left(x_{i}, t\right) d t \\
c(i, j)=\int_{t_{j}}^{t_{j+1}} \cos \left(\omega\left(t-t_{j}\right)\right) k\left(x_{i}, t\right) d t \\
d(i, j)=\int_{t_{j}}^{t_{j+1}} \sin \left(2 \omega\left(t-t_{j}\right)\right) k\left(x_{i}, t\right) d t \\
e(i, j+1)=\int_{t_{j}}^{t_{j+1}} \sin \left(2 \omega\left(t-t_{j}\right)\right) k\left(x_{i}, t\right) d t \\
f(i, j)=\int_{t_{j}}^{t_{j+1}} \cos \left(2 \omega\left(t-t_{j}\right)\right) k\left(x_{i}, t\right) d t
\end{array}\right.
$$

and introduce the following relations:

The above notations can be written in the matrix-vector form: $A=\left(a_{i, j}\right), B=\left(b_{i, j}\right)$, $C=\left(c_{i, j}\right), D=\left(d_{i, j}\right), E=\left(e_{i, j}\right), F=\left(f_{i, j}\right), P=\left(p_{i, j}\right)$ also if suppose

$$
\begin{gathered}
M \approx \hat{M}=\left(\hat{M}_{0}, \hat{M}_{1}, \ldots, \hat{M_{n-1}}, \hat{M_{n}}\right)^{T} \\
Y \approx \hat{Y}=\left(\hat{Y}_{0}, \hat{Y}_{1}, \ldots, \hat{Y_{n-1}}, \hat{y_{n}}\right)^{T} \\
m \approx \hat{m}=\left(\hat{m_{0}}, \hat{m_{1}}, \ldots, m_{\hat{n-1}}, \hat{m_{n}}\right)^{T} \\
\hat{F}=\left(\hat{f_{0}}, \hat{f_{1}}, \ldots, \hat{f_{n-1}}, \hat{f_{n}}\right)^{T}
\end{gathered}
$$

After substitution, we get

$$
\begin{align*}
\epsilon \hat{m}+P \hat{Y} & =\hat{F}+\frac{-\cot (\theta)}{3 \omega^{2}} A \hat{M}-\frac{-4 \cot (\theta)}{3} A \hat{Y}+\frac{\csc (\theta)}{3 \omega^{2}} B \hat{M}+\frac{4 \csc (\theta)}{3} B \hat{Y} \\
& +\frac{1}{3 \omega^{2}} C \hat{M}+\frac{4}{3} C \hat{Y}+\frac{\cot (2 \theta)}{3 \omega^{2}} D \hat{M}+\frac{\omega^{2} \cot (2 \theta)}{3 \omega^{2}} D \hat{Y}-\frac{\csc (2 \theta)}{3 \omega^{2}} E \hat{M} \\
& -\frac{\csc (2 \theta)}{3} E \hat{Y}-\frac{1}{3 \omega^{2}} F \hat{M}-\frac{1}{3} F \hat{Y} . \tag{2.15}
\end{align*}
$$

By solving the above system, an approximation solution of the equation (1.1) can be obtained. Now, the $y_{i}$ function can be approximated using the non-polynomial spline $\hat{S}_{i}(x, \omega)$, where

$$
\begin{align*}
& \hat{S}_{i}(x, \omega)= \\
& \frac{\sin \left(\omega\left(x-x_{i}\right)\right)}{3 \omega^{2}}\left(-\cot (\theta) \hat{M_{i}}+\csc (\theta) \hat{M_{i+1}}-4 \omega^{2} \cot (\theta) \hat{y_{i}}+4 \omega^{2} \csc (\theta) \hat{y_{i+1}}\right) \\
& +\frac{\cos \left(\omega\left(x-x_{i}\right)\right)}{3 \omega^{2}}\left(\hat{M}_{i}+4 \omega^{2} \hat{y}_{i}\right) \\
& +\frac{\sin \left(2 \omega\left(x-x_{i}\right)\right)}{3 \omega^{2}}\left(\cot (2 \theta) \hat{M}_{i}-\csc (2 \theta) \hat{M_{i+1}}+\omega^{2} \cot (2 \theta) \hat{y}_{i}-\omega^{2} \csc (2 \theta) y_{i+1}\right) \\
& +\frac{\cos \left(2 \omega\left(x-x_{i}\right)\right)}{3 \omega^{2}}\left(-\hat{M}_{i}-\omega^{2} \hat{y}_{i}\right) \\
& +O\left(h^{4}\right) . \tag{2.16}
\end{align*}
$$

## 3. Convergence of the Method

We investigate the convergence analysis for the developed method. The equation (2.15) can be written in the matrix-vector form:

$$
\begin{align*}
& \epsilon \hat{m}+P \hat{Y}+\left(\frac{\cot (\theta)}{3 \omega^{2}} A-\frac{c s c(\theta)}{3 \omega^{2}} B-\frac{1}{3 \omega^{2}} C-\frac{\cot (2 \theta)}{3 \omega^{2}} D+\frac{\csc (2 \theta)}{3 \omega^{2}} E+\frac{1}{3 \omega^{2}} F\right) \hat{M} \\
& +\left(-\frac{4 \cot (\theta)}{3} A-\frac{4 \csc (\theta)}{3} B-\frac{4}{3} C-\frac{\omega^{2} \cot (2 \theta)}{3 \omega^{2}} D+\frac{\csc (2 \theta)}{3} E+\frac{1}{3} F\right) \hat{Y} \\
& =\hat{F} . \tag{3.1}
\end{align*}
$$

Assuming that

$$
\begin{aligned}
& H_{1}=\left(\frac{\cot (\theta)}{3 \omega^{2}} A-\frac{\csc (\theta)}{3 \omega^{2}} B-\frac{1}{3 \omega^{2}} C-\frac{\cot (2 \theta)}{3 \omega^{2}} D+\frac{\csc (2 \theta)}{3 \omega^{2}} E+\frac{1}{3 \omega^{2}} F\right), \\
& H_{2}=\left(-\frac{4 \cot (\theta)}{3} A-\frac{4 \csc (\theta)}{3} B-\frac{4}{3} C-\frac{\omega^{2} \cot (2 \theta)}{3 \omega^{2}} D+\frac{\csc (2 \theta)}{3} E+\frac{1}{3} F\right) .
\end{aligned}
$$

So using the equation (3.1) we have the following expressions

$$
\begin{align*}
& \epsilon \hat{m}+P \hat{Y}+H_{1} \hat{M}+H_{2} \hat{Y}=\hat{F}, \\
& \left(\epsilon\left(\frac{1}{h} W^{-1} S\right)+P+H_{1}\left(\frac{1}{h^{2}} W^{-1} R\right)+H_{2}\right) \hat{Y}=\hat{F}, \tag{3.2}
\end{align*}
$$

Now, considering the above system with the exact solution $\bar{Y}=y\left(x_{i}\right), i=0,1, \ldots, n$, we get:

$$
\begin{equation*}
\left(\frac{1}{h} \epsilon W^{-1} S+P+\frac{1}{h^{2}} H_{1} W^{-1} R+H_{2}\right) \bar{Y}=\hat{F}+\bar{T} \tag{3.3}
\end{equation*}
$$

Where $\bar{T}=\left[t_{0}, t_{1}, \ldots, t_{n}\right]^{T}$ is the local truncation error vector. By applying (3.2) and (3.3), gives

$$
\begin{equation*}
P\left(I+P^{-1}\left(\frac{1}{h} \epsilon W^{-1} S+\frac{1}{h^{2}} H_{1} W^{-1} R+H_{2}\right)\right) \tilde{E}=\bar{T} . \tag{3.4}
\end{equation*}
$$

Lemma 3.1. Let $N$ is a $(n \times n)$ matrix with $\|N\|_{\infty}<1$, so the matrix $(I-N)$ is invertible. Moreover $\left\|(I-N)^{-1}\right\|_{\infty}<\frac{1}{1-\|N\|_{\infty}}$.
Lemma 3.2. The matrix $W$ is invertible.
Proof. See [35].
Note that if $P$ be a diagonal matrix with the inverse $P^{-1}$ then $\left\|P^{-1}\right\|_{\infty}<\frac{1}{\min \left|p_{i, i}\right|}=\frac{1}{\lambda}$, for $i=0,1, \ldots, n$. Now we need to show that inverse of $\left[I+P^{-1}\left(\frac{\epsilon}{h} W^{-1} S+\frac{1}{h^{2}} H_{1} W^{-1} R+\right.\right.$ $\left.\left.H_{2}\right)\right]$ exists.
Lemma 3.3. The matrix $\left[I+P^{-1}\left(\frac{\epsilon}{h} W^{-1} S+\frac{1}{h^{2}} H_{1} W^{-1} R+H_{2}\right)\right]$ is nonsingular. Provided

$$
\frac{1}{\lambda}\left(\frac{12 \epsilon}{h}+\|k\|(b-a) \eta_{1}+\|k\|(b-a) \frac{\eta_{2}}{12}\right)<1
$$

where

$$
\begin{gathered}
\eta_{1}=\frac{2 \cos (3 \theta)-2 \cos (5 \theta)-8 \theta \cos (2 \theta)+8 \theta \cos (4 \theta)+\theta^{2} \cos (2 \theta)-\theta^{2} \cos (6 \theta)}{2 \theta^{3} \sin (2 \theta) \cos (2 \theta)}, \\
\eta_{2}=\frac{-8 \theta+8 \cos (3 \theta)-8 \cos (5 \theta)-32 \theta \cos (2 \theta)+40 \theta \cos (2 \theta)^{2}+\theta^{2} \cos (2 \theta)-2 \theta^{2} \cos (3 \theta)^{2}+\theta^{2}}{2 \theta \sin (2 \theta) \cos (2 \theta)} .
\end{gathered}
$$

Proof. It can be verified as :

$$
\begin{gathered}
\|A\|=\|B\| \leq\|k\| n \int_{t_{j}}^{t_{j+1}} \sin \left(\omega\left(t-t_{j}\right)\right) d t=\|k\|\left|\frac{n}{\omega}\right|\left[\cos \left(\omega\left(t-t_{j}\right)\right)\right]_{t_{j}}^{t_{j+1}}= \\
\|k\|\left|\frac{n}{\omega}\right|(\cos (\omega h)-\cos (0))=\|k\| \frac{n(\cos (\theta)-1)}{\omega}=\|k\| \frac{n h(\cos (\theta)-1)}{\theta} \\
\|C\| \leq\|k\| n \int_{t_{j}}^{t_{j+1}} \cos \left(\omega\left(t-t_{j}\right)\right) d t=\|k\| \frac{n}{\omega}\left[\sin \left(\omega\left(t-t_{j}\right)\right)\right]_{t_{j}}^{t_{j+1}}= \\
\|k\| \frac{n}{\omega}(\sin (\omega h)-\sin (0))=\|k\| \frac{n \sin (\theta)}{\omega}=\|k\| \frac{n h \sin (\theta)}{\theta} \\
\|D\|=\|E\| \leq\|k\| n \int_{t_{j}}^{t_{j+1}} \sin \left(2 \omega\left(t-t_{j}\right)\right) d t=\|k\|\left|\frac{n}{2 \omega}\right|\left[\cos \left(2 \omega\left(t-t_{j}\right)\right)\right]_{t_{j}}^{t_{j+1}}= \\
\|k\|\left|\frac{n}{2 \omega}\right|(\cos (2 \omega h)-\cos (0))=\|k\| \frac{n(\cos (2 \theta)-1)}{2 \omega}=\|k\| \frac{n h(\cos (2 \theta)-1)}{2 \theta},
\end{gathered}
$$

$$
\begin{gathered}
\|F\| \leq\|k\| n \int_{t_{j}}^{t_{j+1}} \cos \left(2 \omega\left(t-t_{j}\right)\right) d t=\|k\| \frac{n}{2 \omega}\left[\sin \left(2 \omega\left(t-t_{j}\right)\right)\right]_{t_{j}}^{t_{j+1}}= \\
\|k\| \frac{n}{2 \omega}(\sin (2 \omega h)-\sin (0))=\|k\| \frac{n \sin (\theta)}{2 \omega}=\|k\| \frac{n h \sin (2 \theta)}{2 \theta}
\end{gathered}
$$

as a result, we can show that
$\|A\|=\|B\| \leq\|k\|(b-a) \frac{(\cos (\theta)-1)}{\theta},\|C\| \leq\|k\|(b-a) \frac{(\sin (\theta))}{\theta}$ and $\|D\|=\|E\| \leq$ $\|k\|(b-a) \frac{(\cos (2 \theta)-1)}{2 \theta}$ and also $\|F\| \leq\|k\|(b-a) \frac{(\sin (2 \theta))}{2 \theta}$,
hence

$$
\begin{aligned}
\left\|H_{1}\right\| \leq & \left|\frac{\cot (\theta)}{3 \omega^{2}}\right|\left(\|k\|(b-a) \frac{(\cos (\theta)-1)}{\theta}\right)+\left|\frac{\csc (\theta)}{3 \omega^{2}}\right|\left(\|k\|(b-a) \frac{(\cos (\theta)-1)}{\theta}\right) \\
& +\left|\frac{1}{3 \omega^{2}}\right|\left(\|k\|(b-a) \frac{(\sin (\theta))}{\theta}\right)+\left|\frac{\cot (2 \theta)}{3 \omega^{2}}\right|\left(\|k\|(b-a) \frac{(\cos (2 \theta)-1)}{2 \theta}\right) \\
& +\left|\frac{\csc (2 \theta)}{3 \omega^{2}}\right|\left(\|k\|(b-a) \frac{(\cos (2 \theta)-1)}{2 \theta}\right)+\left|\frac{1}{3 \omega^{2}}\right|\left(\|k\|(b-a) \frac{(\sin (2 \theta))}{2 \theta}\right),
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|H_{2}\right\| \leq & \left|\frac{4 \cot (\theta)}{3}\right|\left(\|k\|(b-a) \frac{(\cos (\theta)-1)}{\theta}\right)+\left|\frac{4 \csc (\theta)}{3}\right|\left(\|k\|(b-a) \frac{(\cos (\theta)-1)}{\theta}\right) \\
& +\left|\frac{4}{3}\right|\left(\|k\|(b-a) \frac{(\sin (\theta))}{\theta}\right)+\left|\frac{\cot (2 \theta)}{3}\right|\left(\|k\|(b-a) \frac{(\cos (2 \theta)-1)}{2 \theta}\right) \\
& +\left|\frac{\csc (2 \theta)}{3}\right|\left(\|k\|(b-a) \frac{(\cos (2 \theta)-1)}{2 \theta}\right)+\left|\frac{1}{3}\right|\left(\|k\|(b-a) \frac{(\sin (2 \theta))}{2 \theta}\right),
\end{aligned}
$$

after factoring and simplifying, we have

$$
\begin{aligned}
\left\|H_{1}\right\| \leq & \left(\|k\| \frac{(b-a)}{3 \omega^{2}}\right)\left[\cot (\theta)\left(\frac{\cos (\theta)-1}{\theta}\right)+\csc (\theta)\left(\frac{\cos (\theta)-1}{\theta}\right)+\left(\frac{\sin (\theta)}{\theta}\right)\right. \\
& \left.+\cot (2 \theta)\left(\frac{\cos (2 \theta)-1}{2 \theta}\right)+\csc (2 \theta)\left(\frac{\cos (2 \theta)-1}{2 \theta}\right)+\left(\frac{\sin (2 \theta)}{2 \theta}\right)\right] \\
\left\|H_{1}\right\| \leq & \|k\| \frac{(b-a) h^{2}}{12}\left[\frac{2 \cos (3 \theta)-2 \cos (5 \theta)-8 \theta \cos (2 \theta)+8 \theta \cos (4 \theta)+\theta^{2} \cos (2 \theta)-\theta^{2} \cos (6 \theta)}{2 \theta^{3} \sin (2 \theta) \cos (2 \theta)}\right],
\end{aligned}
$$

and

$$
\begin{aligned}
\left\|H_{2}\right\| \leq & \left(\|k\| \frac{(b-a)}{3}\right)\left[4 \cot (\theta)\left(\frac{\cos (\theta)-1}{\theta}\right)+4 \csc (\theta)\left(\frac{\cos (\theta)-1}{\theta}\right)+4\left(\frac{\sin (\theta)}{\theta}\right)\right. \\
& \left.+\cot (2 \theta)\left(\frac{\cos (2 \theta)-1}{2 \theta}\right)+\csc (2 \theta)\left(\frac{\cos (2 \theta)-1}{2 \theta}\right)+\left(\frac{\sin (2 \theta)}{2 \theta}\right)\right] \\
\left\|H_{2}\right\| \leq & \|k\| \frac{(b-a)}{12}\left[\frac{-8 \theta+8 \cos (3 \theta)-8 \cos (5 \theta)-32 \theta \cos (2 \theta)+40 \theta \cos (2 \theta)^{2}+\theta^{2} \cos (2 \theta)-2 \theta^{2} \cos (3 \theta)^{2}+\theta^{2}}{2 \theta \sin (2 \theta) \cos (2 \theta)}\right],
\end{aligned}
$$

that by definition

$$
\begin{gathered}
\eta_{1}=\frac{2 \cos (3 \theta)-2 \cos (5 \theta)-8 \theta \cos (2 \theta)+8 \theta \cos (4 \theta)+\theta^{2} \cos (2 \theta)-\theta^{2} \cos (6 \theta)}{2 \theta^{3} \sin (2 \theta) \cos (2 \theta)} \\
\eta_{2}=\frac{-8 \theta+8 \cos (3 \theta)-8 \cos (5 \theta)-32 \theta \cos (2 \theta)+40 \theta \cos (2 \theta)^{2}+\theta^{2} \cos (2 \theta)-2 \theta^{2} \cos (3 \theta)^{2}+\theta^{2}}{2 \theta \sin (2 \theta) \cos (2 \theta)}
\end{gathered}
$$

we have

$$
\left\|H_{1}\right\| \leq\|k\| \frac{(b-a) h^{2}}{12} \eta_{1},\left\|H_{2}\right\| \leq\|k\| \frac{(b-a)}{12} \eta_{2} .
$$

Note that $\left\|W^{-1}\right\| \leq 1,\|S\| \leq 12$ and $\|R\| \leq 48$. By using the lemma 3.1, the matrix $\left[I+P^{-1}\left(\frac{1}{h} \epsilon W^{-1} S+\frac{1}{h^{2}} H_{1} W^{-1} R+H_{2}\right)\right]$ is nonsingular, provided that
$\left\|P^{-1}\left(\frac{1}{h} \epsilon W^{-1} S+\frac{1}{h^{2}} H_{1} W^{-1} R+H_{2}\right)\right\|<1$,
$\frac{1}{\lambda}\left(\frac{12 \epsilon}{h}+4\|k\|(b-a) \eta_{1}+\|k\|(b-a) \frac{\eta_{2}}{12}\right)<1$.
Theorem 3.4. Let $f(x) \in C^{4}(I)$, and $k(x, t) \in C^{4}(I \times I)$, such that

$$
\frac{1}{\lambda}\left(\frac{12 \epsilon}{h}+4\|k\|(b-a) \eta_{1}+\|k\|(b-a) \frac{\eta_{2}}{12}\right)<1
$$

then the error $\tilde{E}$ satisfies

$$
\|\tilde{E}\|_{\infty, \Delta} \leq \xi h^{2}, \forall \Delta \in I
$$

where $\xi$ and $I:=[a, b]$, are constants.
Proof. Using (3.4) and Lemma 3.1 give the following relations:

$$
\begin{equation*}
\|\tilde{E}\| \leq \frac{\left\|P^{-1}\right\|\|\bar{T}\|}{1-\left\|P^{-1}\left(\frac{1}{h} \epsilon W^{-1} S+\frac{1}{h^{2}} H_{1} W^{-1} R+H_{2}\right)\right\|} \tag{3.5}
\end{equation*}
$$

such that

$$
\frac{1}{\lambda}\left(\frac{12 \epsilon}{h}+4\|k\|(b-a) \eta_{1}+\|k\|(b-a) \frac{\eta_{2}}{12}\right)<1
$$

by substituting $\left\|P^{-1}\right\|,\|T\|,\left\|H_{1}\right\|,\left\|H_{2}\right\|,\left\|W^{-1}\right\|,\|S\|$, and $\|R\|$, in (3.5) we get

$$
\begin{aligned}
& \|\tilde{E}\| \leq \frac{\left\|P^{-1}\right\|\|\bar{T}\|}{1-\left\|P^{-1}\right\|\left(\left|\frac{\epsilon}{h}\right|\left\|W^{-1}\right\|\|S\|+\left|\frac{1}{h^{2}}\right|\left\|H_{1}\right\|\left\|W^{-1}\right\|\|R\|+\left\|H_{2}\right\|\right)} \\
& =\frac{\frac{1}{\lambda} \frac{h^{2}}{12} y^{(2)}}{1-\frac{1}{\lambda}\left(\frac{12 \epsilon}{h}+4\|k\|(b-a) \eta_{1}+\|k\|(b-a) \frac{\eta_{2}}{12}\right)} \equiv O\left(h^{2}\right) .
\end{aligned}
$$

## 4. Numerical Experiments

In this section, we demonstrate the order of convergence of the trigonometric spline method for the singularly perturbed Volterra integro differential equations (1.1) by two numerical examples. To this end, we implement the numerical scheme (2.15) to solve these examples, with different values of $\alpha_{i}, \beta_{i}$ and $h=\frac{1}{n}, n=2^{k}, k=4,5,6,7$. Also we consider $\epsilon=10^{p}$ for different values of $p$. The maximum absolute errors and absolute errors in solutions of the method are tabulated in tables and the convergence curves of the numerical solutions in the $L_{2}([0,1])$ norm are drawn in figures. We compare our method
with methods in [1], [21] and [20]. The absolute error, maximum absolute error and $L_{2}$ norm at all mesh points are calculated by using the following formulas, respectively.

$$
\begin{aligned}
& e(h)=|Y-\hat{Y}| \\
& E(h)=\|Y-\hat{Y}\|_{L_{\infty}[0,1]}=\max _{0 \leq i \leq n}\left|y\left(x_{i}\right)-\hat{y}\left(x_{i}\right)\right| \\
& \|Y-\hat{Y}\|_{L_{2}[0,1]}=\sqrt{\sum_{i=0}^{n}\left(y\left(x_{i}\right)-\hat{y}\left(x_{i}\right)\right)^{2}}
\end{aligned}
$$

The convergence ratio (C.R.) is obtained as follows:

$$
C . R .=\log _{2}\left(\frac{E(h)}{E\left(\frac{h}{2}\right)}\right)
$$

All the numerical solutions are obtained by using MATLAB R2013a software.

Example 4.1. Consider the following SPVIDE in [1] and [21]:

$$
\epsilon y^{\prime}(x)+y(x)+\int_{0}^{x} k(x, t) y(t) d t=f(x), x \in[0,1]
$$

where $k(x, t)=t, f(x)=\left(2+9 \epsilon+\epsilon x+11 x+x^{2}\right) \exp (-x)-10\left(\epsilon x+\epsilon^{2}\right) \exp \left(\frac{-x}{\epsilon}\right)+\left(5 x^{2}+\right.$ $\left.10 \epsilon^{2}-2\right)$, and $y(0)=10$ is the initial condition. The exact solution is:

$$
y(x)=10-(10+x) \exp (-x)+10 \exp \left(\frac{-x}{\epsilon}\right)
$$

Values of $E(h), C . R$. and $e(h)$ for this problem are presented in Table 1. and Table 2. Here we compare our method with the method in [1] and [21] in Table 3. Also Fig. 1 demonstrate the convergence order curve of the numerical solution.

Table 1. Maximum errors and rates of convergence for Example 1.

|  | $\mathrm{n}=16$ | $\mathrm{n}=32$ | $\mathrm{n}=64$ | $\mathrm{n}=128$ | $\mathrm{n}=256$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=10^{-4}$ | $4.4012 \mathrm{e}-03$ | $1.2500 \mathrm{e}-03$ | $3.2125 \mathrm{e}-04$ | $7.6938 \mathrm{e}-05$ | $1.7584 \mathrm{e}-05$ |
| C.R. |  | 1.80 | 1.96 | 2.06 | 2.13 |
| $\epsilon=10^{-5}$ | $4.3000 \mathrm{e}-03$ | $1.1000 \mathrm{e}-03$ | $2.7107 \mathrm{e}-04$ | $6.2922 \mathrm{e}-05$ | $1.4178 \mathrm{e}-05$ |
| C.R. |  | 1.97 | 2.02 | 2.10 | 2.15 |
| $\epsilon=10^{-6}$ | $4.1000 \mathrm{e}-03$ | $1.0000 \mathrm{e}-03$ | $2.2796 \mathrm{e}-04$ | $4.6830 \mathrm{e}-05$ | $1.0058 \mathrm{e}-05$ |
| C.R. |  | 2.01 | 2.15 | 2.28 | 2.21 |
| $\epsilon=10^{-7}$ | $4.1000 \mathrm{e}-03$ | $1.0000 \mathrm{e}-03$ | $2.2796 \mathrm{e}-04$ | $4.8757 \mathrm{e}-05$ | $9.0290 \mathrm{e}-06$ |
| C.R. |  | 2.01 | 2.15 | 2.22 | 2.43 |
| $\epsilon=10^{-8}$ | $4.1000 \mathrm{e}-03$ | $1.0000 \mathrm{e}-03$ | $2.5422 \mathrm{e}-04$ | $5.8483 \mathrm{e}-05$ | $8.9707 \mathrm{e}-06$ |
| C.R. |  | 2.01 | 2.01 | 2.12 | 2.70 |

Table 2. The numerical results of Example 1. for $n=256, \epsilon=10^{-8}$

| x | Exact Solution | Approximating Solution | Obtained absolute error |
| :--- | :---: | :---: | :---: |
| 0.125 | 1.064719 | 1.06471 | 0.000008774156 |
| 0.250 | 2.017292 | 2.01728 | 0.000008462125 |
| 0.375 | 2.869374 | 2.86937 | 0.000008380148 |
| 0.500 | 3.631428 | 3.63142 | 0.000007607779 |
| 0.625 | 4.312847 | 4.31284 | 0.000006837392 |
| 0.750 | 4.922060 | 4.92205 | 0.000007012775 |
| 0.875 | 5.466626 | 5.46662 | 0.000006401281 |

Table 3. Comparison of the maximum errors obtained by our methods and those in [1] and [21], for Example 1.

|  |  | $\mathrm{n}=16$ | $\mathrm{n}=32$ | $\mathrm{n}=64$ | $\mathrm{n}=128$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=10^{-4}$ | Results in [1] | 0.269083 | 0.136862 | 0.068693 | 0.034077 |
|  | Results in [21] | $4.14 \mathrm{e}-03$ | $2.07 \mathrm{e}-03$ | $1.03 \mathrm{e}-03$ | $6.5 \mathrm{e}-04$ |
|  | Results using our method | $4.4012 \mathrm{e}-03$ | $1.250 \mathrm{e}-03$ | $3.2125 \mathrm{e}-04$ | $7.69380 \mathrm{e}-05$ |
| $\epsilon=10^{-5}$ | Results in [1] | 0.269870 | 0.137660 | 0.069498 | 0.034884 |
|  | Results in [21] | $4.14 \mathrm{e}-03$ | $2.07 \mathrm{e}-03$ | $1.03 \mathrm{e}-03$ | $6.5 \mathrm{e}-04$ |
|  | Results using our method | $4.300 \mathrm{e}-03$ | $1.100 \mathrm{e}-03$ | $2.7107 \mathrm{e}-04$ | $6.2922 \mathrm{e}-05$ |
| $\epsilon=10^{-6}$ | Results in [1] | 0.269948 | 0.137740 | 0.069578 | 0.034965 |
|  | Results in [21] | $4.14 \mathrm{e}-03$ | $2.07 \mathrm{e}-03$ | $1.03 \mathrm{e}-03$ | $6.5 \mathrm{e}-04$ |
|  | Results using our method | $4.100 \mathrm{e}-03$ | $1.000 \mathrm{e}-03$ | $2.2796 \mathrm{e}-04$ | $4.6830 \mathrm{e}-05$ |
| $\epsilon=10^{-7}$ | Results in [1] | 0.269956 | 0.137748 | 0.069586 | 0.034973 |
|  | Results in [21] | $4.14 \mathrm{e}-03$ | $2.07 \mathrm{e}-03$ | $1.03 \mathrm{e}-03$ | $6.5 \mathrm{e}-04$ |
|  | Results using our method | $4.100 \mathrm{e}-03$ | $1.000 \mathrm{e}-03$ | $2.2796 \mathrm{e}-04$ | $4.8757 \mathrm{e}-05$ |
| $\epsilon=10^{-8}$ | Results in [1] | 0.269957 | 0.137749 | 0.069587 | 0.034974 |
|  | Results in [21] | $4.14 \mathrm{e}-03$ | $2.07 \mathrm{e}-03$ | $1.03 \mathrm{e}-03$ | $6.5 \mathrm{e}-04$ |
|  | Results using our method | $4.100 \mathrm{e}-03$ | $1.000 \mathrm{e}-03$ | $2.5422 \mathrm{e}-04$ | $5.8483 \mathrm{e}-05$ |



Figure 1. Convergence order curve curve for Example 1. with $\epsilon=$ $10^{-6}, 10^{-8}$ respectively.

Example 4.2. Consider the following SPVIDE in [20]:

$$
\epsilon y^{\prime}(x)+y(x)+\int_{0}^{x} k(x, t) y(t) d t=f(x), x \in[0,1]
$$

Where $k(x, t)=\exp (t), f(x)=(\epsilon+1) \exp (x-1)-\epsilon \exp \left(\frac{-(1+\epsilon) x}{\epsilon}\right)-\epsilon \exp \left(\frac{-x}{\epsilon}\right)+\frac{\exp (2 x-1)}{2}+$ $\epsilon-\frac{1}{2 e}$, and $y(0)=1+\exp (-1)$ is the initial condition. The exact solution to this problem is given by:

$$
y(x)=\exp (x-1)+\exp \left(\frac{-(1+\epsilon) x}{\epsilon}\right)
$$

Values of $E(h), C . R$. and $e(h)$ for this problem are presented in Table 4. and Table 5. Here we compare our method with the method in [20] in Table 6. Also, Fig. 2 demonstrate the convergence order curve of the numerical solution.

Table 4. Maximum errors and rates of convergence for Example 2.

|  | $\mathrm{n}=16$ | $\mathrm{n}=32$ | $\mathrm{n}=64$ | $\mathrm{n}=128$ | $\mathrm{n}=256$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| $\epsilon=10^{-4}$ | $2.4100 \mathrm{e}-02$ | $6.8300 \mathrm{e}-03$ | $1.8900 \mathrm{e}-03$ | $4.8769 \mathrm{e}-04$ | $1.3346 \mathrm{e}-04$ |
| C.R. |  | 1.82 | 1.85 | 1.95 | 1.87 |
| $\epsilon=10^{-5}$ | $2.2990 \mathrm{e}-02$ | $6.300 \mathrm{e}-03$ | $1.7096 \mathrm{e}-03$ | $4.4959 \mathrm{e}-04$ | $1.1584 \mathrm{e}-04$ |
| C.R. |  | 1.86 | 1.89 | 1.92 | 1.96 |
| $\epsilon=10^{-6}$ | $2.3000 \mathrm{e}-02$ | $5.7914 \mathrm{e}-03$ | $1.5270 \mathrm{e}-03$ | $3.9111 \mathrm{e}-04$ | $9.7050 \mathrm{e}-05$ |
| C.R. |  | 1.98 | 1.92 | 1.96 | 2.01 |
| $\epsilon=10^{-7}$ | $2.3000 \mathrm{e}-02$ | $5.7914 \mathrm{e}-03$ | $1.5000 \mathrm{e}-03$ | $3.8647 \mathrm{e}-04$ | $9.6617 \mathrm{e}-05$ |
| C.R. |  | 1.98 | 1.95 | 1.96 | 2.00 |
| $\epsilon=10^{-8}$ | $2.3000 \mathrm{e}-02$ | $5.7914 \mathrm{e}-03$ | $1.3102 \mathrm{e}-03$ | $3.3268 \mathrm{e}-04$ | $8.3170 \mathrm{e}-05$ |
| C.R. |  | 1.98 | 2.15 | 1.96 | 2.00 |

Table 5. Numerical results for Example 2. for $n=256, \epsilon=10^{-8}$

| x | Exact Solution | Approximating Solution | Obtained absolute error |
| :--- | :---: | :---: | :---: |
| 0.125 | 0.4168620 | 0.4167849 | 0.000077095 |
| 0.25 | 0.4723666 | 0.4722850 | 0.000081563 |
| 0.375 | 0.5352614 | 0.5351911 | 0.000070348 |
| 0.5 | 0.6065307 | 0.6064539 | 0.000076810 |
| 0.625 | 0.6872893 | 0.6872209 | 0.000068438 |
| 0.75 | 0.7788008 | 0.7787350 | 0.000065765 |
| 0.875 | 0.8824969 | 0.8824318 | 0.000065139 |

TABLE 6. Comparison of the maximum errors obtained by our methods and those in [20] for Example 2.

|  |  | $\mathrm{n}=32$ | $\mathrm{n}=64$ | $\mathrm{n}=128$ | $\mathrm{n}=256$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| $\epsilon=10^{-6}$ | [20] Shishkin mesh | $1.32 \mathrm{e}-02$ | $4.71 \mathrm{e}-03$ | $1.59 \mathrm{e}-03$ | $5.19 \mathrm{e}-04$ |
|  | [20] Shishkin mesh | $1.05 \mathrm{e}-01$ | $2.48 \mathrm{e}-02$ | $5.78 \mathrm{e}-03$ | $1.43 \mathrm{e}-03$ |
|  | Results using our method | $5.7914 \mathrm{e}-03$ | $1.5270 \mathrm{e}-03$ | $3.9111 \mathrm{e}-04$ | $9.7050 \mathrm{e}-05$ |
| $\epsilon=10^{-8}$ | [20] Improved graded mesh | $3.73 \mathrm{e}-03$ | $1.11 \mathrm{e}-03$ | $3.21 \mathrm{e}-04$ | $9.17 \mathrm{e}-05$ |
|  | [20] Improved graded mesh | $1.32 \mathrm{e}-02$ | $3.22 \mathrm{e}-03$ | $8.13 \mathrm{e}-04$ | $2.02 \mathrm{e}-04$ |
|  | Results using our method | $5.7914 \mathrm{e}-03$ | $1.3102 \mathrm{e}-03$ | $3.3268 \mathrm{e}-04$ | $8.3170 \mathrm{e}-05$ |



Figure 2. Convergence order curve for Example 2. with $\epsilon=$ $10^{-6}, 10^{-8}$ respectively.

## 5. Conclusion

This paper proposes a smooth method for approximating the solutions of SPVIDEs. SPVIDEs discretized using the non-polynomial spline function. The second-order convergence of the proposed method has been derived and the computational outcomes are conformable with theoretical expectations. We showed that the proposed scheme is secondorder uniformly convergent with respect to the perturbation and the mesh parameters. Tables and figures show the feasibility and applicability of our method. The proposed method is more accurate than the methods presented in [1], [21] and [20].
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