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1. Introduction

Let H1 and H2 be two infinite dimensional real Hilbert spaces with inner product and
norm denoted by 〈·, ·〉 and ‖ · ‖, respectively. Let C and Q be a nonempty closed convex
subset of H1 and H2, respectively.

Definition 1.1. An element x ∈ C is said to be a fixed point of a mapping S : C → C if
Sx = x.

We denote the set of solutions of fixed point problem by Fix(S), that is, Fix(S) = {x ∈
C : Sx = x}.
Definition 1.2. A mapping S : C → C is said to be

(i) nonexpansive if
‖Sx− Sy‖ ≤ ‖x− y‖,∀x, y ∈ C;

(ii) firmly nonexpansive if

Published by The Mathematical Association of Thailand.
Copyright c© 2023 by TJM. All rights reserved.



120 Thai J. Math. Vol. 21 (2023) /K. Rattanaseeha

It is well known that every nonexpansive operator S : H1 → H1 satisfies the following
inequality;

〈(I − S)x − (I − S)y, Sy − Sx〉 ≤ 1

2
‖(I − S)y − (I − S)x‖2,∀x, y ∈ H1 where I is a

Identity operator. Therefore, for all x ∈ H1 and y ∈ Fix(S), we have

〈(I − S)x− y − Sy, y − Tx〉 ≤ 1

2
‖(S − I)x‖2. (1.1)

We also know that Fix(S) of nonexpansive mapping S is closed and convex. The fixed
point problem for the mapping S is to find x ∈ C such that Sx = x. Many iterative
algorithms have been introduced for finding fixed points of nonexpansive mappings.

Definition 1.3. Let B : C → H1 be a nonlinear mapping. B is said to be

(i) monotone, if
〈Bx−By, x− y〉 ≥ 0, ∀x, y ∈ C.

(ii) strongly monotone, if there exists a constant β > 0 such that

〈Bx−By, x− y〉 ≥ β‖x− y‖2, ∀x, y ∈ C.
In such a case, B is said to be β-strongly monotone.

(iii) inverse strongly monotone, if there exists a constant α > 0 such that

〈Bx−By, x− y〉 ≥ β‖Bx−By‖2, ∀x, y ∈ C.
In such a case, B is said to be β-inverse strongly monotone (for short, β−ism).

Recall that the classical variational inequality problem is to find x ∈ C such that

〈Bx, y − x〉 ≥ 0,∀y ∈ C. (1.2)

We denote the set of solutions to the problem (1.2) by VI(C,B). One can easily see that
the variational inequality problem is equivalent to a fixed point problem. It is well known
that if B is strongly monotone and Lipschitz continuous mapping on C, then 1.2 has a
unique solution. There are several different approaches to solving this problem in finite
dimensional and infinite dimensional spaces, see, for example, [1–3] and the research in
this direction is intensively continued.

On the other hand, an equilibrium problem for a bifunction g : C × C → R is to find
x ∈ C such that

g(x, y) ≥ 0,∀y ∈ C. (1.3)

The set of solutions of 1.3 is denoted by EP(g), that is,

EP(g) = {x ∈ C : g(x, y) ≥ 0, ∀y ∈ C}.
It is easy to see that EP(g) = VI(C,B) when g(x, y) = 〈Bx, y − x〉 ≥ 0, for all x, y ∈ C.
Let h : C × C → R be a nonlinear bifunction, then the generalized equilibrium problem
(for short, GEP) is to find x∗ ∈ C such that

g(x∗, x) + h(x∗, x) ≥ 0,∀y ∈ C. (1.4)

We denote the solution set of generalized equilibrium problem 1.4 by GEP(g, h). Note
that this problem reduces to the equilibrium problem when the bifunction h is a zero
mapping; this problem reduces to the mixed equilibrium problem when the bifunction
h(x∗, x) = ϕ(x) − ϕ(x∗), where ϕ : C → R ∪ {+∞} and φ : Q → R ∪ {+∞} are proper
lower semicontinuous and convex functions. Next, let Q be a nonempty closed convex
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subset of a real Hilbert space H2, and A : H1 → H2 is a linear and bounded operator.
Kazmi and Rizvi [1] proposed the split generalized equilibrium problem (SGEP, for short):
SGEP is to find x∗ ∈ C such that

g(x∗, x) + h(x∗, x) ≥ 0,∀x ∈ C, (1.5)

and such that

y∗ = Ax∗ ∈ Q solves G(y∗, y) +H(y∗, y) ≥ 0,∀y ∈ Q, (1.6)

where g, h : C×C → R and G,H : Q×Q→ R are four nonlinear bifunctions. We denote
the solution set of SGEP (1.5) and (1.6) by GEP(C, g, h) and GEP(Q,G,H), respectively.
The solution set of SGEP is denoted by

Γ = {z ∈ C : z ∈ GEP(C, g, h) such thatAz ∈ GEP(Q, g,H)}.

Notice that (i) If H = 0 and G = 0, then the split generalized equilibrium problem reduces
to the generalized equilibrium problem considered by Cianciaruso et al. [2].

(ii) If h = 0 and H = 0, then the split generalized equilibrium problem reduces to the
split equilibrium problem introduced in 2011 by Moudafi [3].

(iii) If h = ϕ(·, ·) and H = φ(·, ·), where ϕ : C → R∪{+∞} and φ : Q→ R∪{+∞} are
proper lower semicontinuous and convex functions, then the split generalized equilibrium
problem reduces to the split mixed equilibrium problem.

In this paper, we are interested in finding the common solution for a finite family of
the split generalized equilibrium problems, that is, find a x∗ ∈ C, such that

gi(x
∗, x) + hi(x

∗, x) ≥ 0,∀x ∈ C, (1.7)

and such that

y∗ = Aix
∗ ∈ Q solves Gi(y

∗, y) +Hi(y
∗, y) ≥ 0,∀y ∈ Q, (1.8)

where gi, hi : C × C → R and Gi, Hi : Q × Q → R are nonlinear bifunctions and
Ai : H1 → H2 is a bounded linear operator, for 1 ≤ i ≤ N1.

In 2016 Wang et al. [4] proposed iterative algorithm for a family of split equilibrium
problems and fixed point problems in Hilbert spaces with applications and in 2019, Qing-
ging Cheng [5] proposed a new parallel hybrid viscosity method for fixed point prob-
lem, variational inequality problems and split generalized equilibrium problems in Hilbert
spaces.

Motivated by the work of Wang et al. [4], Qingging Cheng [5] and through the ongoing
research in this direction, we propose a new iterative method for finding a common element
of the set of solutions of a finite family of split generalized equilibrium problems, finite
variational inequality problems and the set of common fixed points of a countable family of
a nonexpansive mapping in Hilbert spaces. Moreover, strong convergence of the iterative
method is obtained in the framework of Hilbert space.

2. Preliminaries

Throughout the paper, we denote weak convergence and strong convergence by nota-
tions ⇀ and →, respectively.

Let C be a nonempty closed convex subset of a Hilbert space H. Then for each point
x ∈ H, there exists a unique nearest point in C, denoted by PCx, such that

‖x− PCx‖ ≤ ‖x− y‖, ∀y ∈ C.



122 Thai J. Math. Vol. 21 (2023) /K. Rattanaseeha

PC is called the (nearest point or metric) projection of H onto C.
It is well known that PC is a firmly nonexpansive mapping of H onto C and satisfies

‖PCx− PCy‖2 ≤ 〈x− y, PCx− PCy〉,∀x, y ∈ H. (2.1)

Moreover, PCx is characterized by the following properties:

〈x− PCx, y − PCx〉 ≤ 0,∀x ∈ H, y ∈ C. (2.2)

Let S : C → C be a mapping. It is well known that S is nonexpansive if and only if the
complement I − S is 1

2 -inverse strongly monotone. Assume that Fix(S) 6= ∅. Then we
have

‖Sx− x‖2 ≤ 2〈x− Sx, x− p〉 (2.3)

for all x ∈ C and p ∈ Fix(S).
The following lemmas will be useful for proving the convergence result of this paper.

Lemma 2.1. ([4]) Let C be a nonempty closed convex subset of a Hilbert space H and
let S : C → H be a nonexpansive mapping with Fix(S) 6= ∅. Then Fix(PCS) = Fix(S) =
Fix(SPC).

Lemma 2.2. ([4]) Let C be a nonempty closed convex subset of a Hilbert space H and
let {Bj}Nj=1 be a finite family of inverse strongly monotone mappings from C to H with

the constants {βj}Nj=1and assume that ∩Nj=1V I(C,Bj) 6= ∅. Let B =
∑N
j=1 γjBj with

{γj}Nj=1 ⊂ (0, 1) and
∑N
i=1 γj = 1. Then B : C → H is a β-inverse strongly monotone

mapping with β = min{β1, ..., βN} and V I(C,B) = ∩Nj=1V I(C,Bj).

Lemma 2.3. ([6]) Let C be a nonempty closed convex subset of a Hilbert space H. Let
α > 0 and let A : C → H be α−inverse strongly monotone. If 0 < λ ≤ 2α, then I − λA
is a nonexpansive mapping of C into H.

Lemma 2.4. ([6]) Let C be a nonempty closed convex subset of a Hilbert space H and
let A be a mapping of C into H. Let u ∈ C. Then for λ > 0,

u ∈ V I(C,A)⇐⇒ u = PC(I − λA)u.

Lemma 2.5. ([7]) Assume A is a strongly positive linear bounded operator on a Hilbert
space H with coefficient γ̄ > 0 and 0 < ρ ≤ ‖A‖−1. Then ‖I − ρA‖ ≤ 1− ργ̄.

Lemma 2.6. ([7]) Let C be a nonempty closed convex subset of a Hilbert space H and
let f : H → H be a contraction with coefficient 0 < α < 1, and A be a strongly positive
linear bounded operator with coefficient γ̄ > 0. Then, for 0 < γ < γ̄

α ,

〈x− y, (A− γf)x− (A− γf)y〉 ≥ (γ̄ − γα)‖x− y‖2, x, y ∈ H.
That is, A− γf is strongly monotone with coefficient γ̄ − γα.

Lemma 2.7. [8] Let g : C×C → R be a bifunction satisfying the following assumptions:
(i) g(x, x) ≥ 0 for all x ∈ C;
(ii) g is monotone, that is, g(x, y) + g(y, x) ≤ 0 for all x, y ∈ C;
(iii) g is upper hemicontinuous, that is, for each x, y, z ∈ C,

lim sup
t→0

g(tz + (1− t)x, y) ≤ g(x, y);

(iv) for each x ∈ C fixed, the funtion y 7→ g(x, y) is convex and lower semicontinuous.
Suppose that h : C × C → R is a bifunction satisfying the following assumptions:
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(i) h(x, x) ≥ 0, for all x ∈ C;
(ii) for each y ∈ C fixed, the function x 7−→ h(x, y) is upper semicontinuous,;
(iii) for each x ∈ C fixed, the function y 7−→ h(x, y) is convex and lower semicontinuous.

Then, for fixed r > 0 and z ∈ C,there exists a nonempty compact convex subset K of H1

and x ∈ C ∩K such that

g(x, y) + h(y, x) +
1

r
〈y − x, x− z〉 < 0,∀y ∈ C\K.

Lemma 2.8. [8] Assume that g, h : C × C → R satisfying Lemma 2.7. Let r > 0 and
u ∈ H1, then there exists w ∈ C such that

g(w, v) + h(w, v) +
1

r
〈v − w,w − u〉 ≥ 0,∀v ∈ C.

Lemma 2.9. [8] Assume that the bifunctions g, h : C × C → R satisfying Lemma 2.7

and h is monotone. For r and x ∈ H1, define the mapping T
(g,h)
r : H1 → C as follows:

T (g,h)
r (x) =

{
z ∈ C : g(z, y) + h(z, y) +

1

r
〈y − z, z − x〉 ≥ 0, ∀y ∈ C

}
.

Then, the following hold:

(i) T
(g,h)
r (x) 6= ∅.

(ii) T
(g,h)
r is single-valued.

(iii) T
(g,h)
r is firmly nonexpansive, i.e., for any x, y ∈ H1,

‖T (g,h)
r x− T (g,h)

r y‖2 ≤ 〈T (g,h)
r x− T (g,h)

r y, x− y〉.

(iv) Fix(T
(g,h)
r ) = GEP(C, g, h).

(v) GEP(C, g, h) is compact and convex.

Let G,H : Q×Q→ R satisfying Lemma 2.7. From the previous lemma, we can define
a mapping TG,Hs : H2 → Q as follows:

TG,Hs (w) :=

{
d ∈ Q : F (d, e) +H(d, e) +

1

s
〈e− d, d− w〉 ≥ 0,∀e ∈ Q

}
,

where s > 0 and w ∈ H2. Then TG,Hs : H2 → Q also satisfies the same properties in
Lemma 2.9.

Lemma 2.10. ([9]) Let g, h : C ×C → R satisfying Lemma 2.7 and h is monotone. Let

T
(g,h)
r and T

(g,h)
s be defined as in Lemma 2.9 with r, s > 0. Then, for any x, y ∈ H1, one

has
‖T (g,h)

r x− T (g,h)
s y‖ ≤ |x− y|+ |1− s

r
|‖T (g,h)

r x− x‖.

Lemma 2.11. ([9]) Let g, h : C ×C → R satisfying Lemma 2.7 and h is monotone. Let

T
(g,h)
r and T

(g,h)
s be defined as in Lemma 2.9 with r, s > 0. Then the following holds:

‖T (g,h)
r x− T (g,h)

s x‖
2
≤ r − s

r
〈T (g,h)
r x− T (g,h)

r x, T (g,h)
r x− x〉,

for all x ∈ H1.

Lemma 2.12. (Demiclosedness principle) Let S be a nonexpansive mapping on a closed
convex subset C of a real Hilbert space H. Then I −S is demiclosed at any point y ∈ H,
that is, if xn ⇀ x and xn − Sxn → y ∈ H, that x− Sx = y; inparticular, if y = 0, then
x ∈ Fix(S).
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Lemma 2.13. ([10]) Assume {an} is a sequence of nonnegative real numbers such that

an+1 ≤ (1− σn)an + bn,

for each n ≥ 0, where {σn} is a sequence in (0, 1) and {bn} is a sequence in R such that

(1)
∑∞
n=1 σn =∞;

(2) lim supn→∞
bn
σn
≤ 0 or

∑∞
n=1 |bn| <∞.

Then limn→∞ an = 0.

3. Main Results

Now, we give the main results of this paper.

Theorem 3.1. Let H1,H2 be two real Hilbert spaces and C ⊂ H1, Q ⊂ H2 be nonempty
closed convex subsets. For each i = 1, . . . , N1 with N1 ∈ N, let Ai : H1 → H2 be
a bounded linear operator and A∗i : H2 → H1 be the adjoint of Ai. Assume that
gi, hi : C × C → R and Gi, Hi : Q × Q → R are bifunctions satisfying Lemma 2.7;
hi, Hi is monotone and Gi is upper semicontinuous for 1 ≤ i ≤ N1 with N1 ∈ N
and Bj : C → H1 be a βj-inverse strongly monotone operator for each j = 1, . . . , N2

with N2 ∈ N. Let {Sk} be a countable family of nonexpansive mappings from C into
C. Assume that Ω = Θ ∩ Γ ∩ Λ 6= ∅, where Θ =

⋂∞
k=1Fix(Sk),Γ = {z ∈ C : z ∈

GEP(C, gi, hi) such that Aiz ∈ GEP(Q,Gi, Hi), i = 1, ..., N1} and Aiz ∈ EP (Gi)} and

Λ =
⋂N2

j=1 V I(C,Bj). Let {γ1, ..., γN2
} ⊂ (0, 1) with

∑N2

j=1 γj = 1. Let {xn} be a sequence
generated from an arbitrary ν, x1 ∈ C by the following algorithm:

un,i = T gi,hi
rn,i

(
I − γA∗i

(
I − TGi,Hi

rn,i

)
Ai
)
xn,

un = un,in , in = arg max1≤i≤N1
{‖un,i − xn‖},

yn = PC(I − λn(
∑N2

j=1 γjBj))un

xn+1 = αnν +
∑n
k=1(αk−1 − αk)Skyn

(3.1)

for each i = 1, ..., N1 and n ∈ N where {rn,i} ⊂ (0,∞), γ ∈
(
0, 1

L2

]
, L = max{L1, ..., LN1

}
and Li is the spectral radius of the operator A∗iAi and A∗i is the adjoint of Ai for each
i ∈ {1, ..., N1}, {λn} ⊂ (0, 2β) with β = min{β1, ..., βN2

} and {αn} ⊂ (0, 1) is a strictly
decreasing sequence. Let α0 = 1 and assume that the following conditions are satisfied:

(C1) limn→∞ αn = 0 and
∑∞
n=1 αn =∞;

(C2) limn→∞ λn = λ > 0 and
∑∞
n=1 |λn+1 − λn| <∞;

(C3) 0 < lim infn→∞ λn ≤ lim supn→∞ λn < 2β;
(C4) lim infn→∞ rn,i > 0.

Then the sequence {xn} defined by (3.1) converges strongly to a point z = PΩν.

Proof. First we show that, for each i ∈ {1, 2, . . . , N1} and n ∈ N, A∗i
(
I − TGi,Hi

rn,i

)
Ai is a

1

2L2
i

-inverse strongly monotone mapping. In fact, since TGi,Hi
rn,i

is firmly nonexpansive

and I − TGi,Hi
rn,i

is
1

2
-inverse strongly monotone, we have



A New Iterative Methods for a Finite Family ... 125

‖A∗i (I − TGi,Hi
rn,i

)Aix−A∗i (I − TGi,Hi
rn,i

)Aiy‖
2

= 〈A∗i (I − TGi,Hi
rn,i

)(Aix−Aiy), A∗i (I − TGi,Hi
rn,i

)(Aix−Aiy)〉

= 〈(I − TGi,Hi
rn,i

)(Aix−Aiy), AiA
∗
i (I − TGi,Hi

rn,i
)(Aix−Aiy)〉

≤ L2
i 〈(I − TGi,Hi

rn,i
)(Aix−Aiy), (I − TGi,Hi

rn,i
)(Aix−Aiy)〉

= L2
i ‖(I − TGi,Hi

rn,i
)(Aix−Aiy)‖2

≤ 2L2
i 〈Aix−Aiy, (I − TGi,Hi

rn,i
)(Aix−Aiy)〉

= 2L2
i 〈x− y,A∗i (I − TGi,Hi

rn,i
)Aix−A∗i (I − TGi,Hi

rn,i
)Aiy〉,

for all x, y ∈ H1, which implies that A∗i (I−TGi,Hi
rn,i

)Ai is a 1
2L2

i
- inverse strongly monotone

mapping. Since γ ∈ (0, 1
L2

i
]. Then I − γA∗i (I − TGi,Hi

rn,i
)Ai is nonexpansive for each

i = 1, ..., N1 and n ∈ N. We devide the proof into five steps as follows.

Step 1. We first show that the sequences {xn} is bounded. Let p ∈ Ω. Then for each
i ∈ {1, 2, . . . , N1}, we have p = T gi,hi

rn,i
p and (I − γA∗i (I − TGi,Hi

rn,i
)Ai)p = p. Therefore we

have

‖un,i − p‖ =
∥∥∥T gi,hi

rn,i
(I − γA∗i (I − TGi,Hi

rn,i
)Ai)xn − TGi,Hi

rn,i
(I − γA∗i (I − TGi,Hi

rn,i
)Ai)p

∥∥∥
≤

∥∥∥(I − γA∗i (I − TGi,Hi
rn,i

)Ai)xn − (I − γA∗i (I − TGi,Hi
rn,i

)Ai)p
∥∥∥

≤ ‖xn − p‖, (3.2)

for each i ∈ {1, 2, . . . , N1}.
From (3.1) and (3.2), we obtain

‖un − p‖ = ‖un,in − p‖ ≤ ‖xn − p‖. (3.3)

Let B =
∑N2

j=1 γjBj , by Lemma 2.2, we know that B is β−ism, and from the condition

0 < λn < 2β, we see that I−λnB is nonexpansive, and PC(I−λnB) is also nonexpansive.

We have p ∈ Ω, that is, p ∈
⋂N2

j=1 V I(C,Bj). Then from 3.3 we have

‖yn − p‖ = ‖PC(I − λnB)un − p‖
= ‖PC(I − λnB)un − PC(I − λnB)p‖
≤ ‖un − p‖
≤ ‖xn − p‖. (3.4)

It follows from 3.4 that

‖xn+1 − p‖ =

∥∥∥∥∥αnν +

n∑
k=1

(αk−1 − αi)Skyn − p

∥∥∥∥∥
= ‖αnν − αnp+

n∑
k=1

(αk−1 − αk)(Skyn − Skp)‖

≤ αn‖ν − p‖+

n∑
k=1

(αk−1 − αk)‖yn − p‖

≤ αn‖ν − p‖+

n∑
k=1

(αk−1 − αk)‖xn − p‖

= αn‖ν − p‖+ (1− αn)‖xn − p‖
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≤ max{‖ν − p‖, ‖xn − p‖},
for all n ∈ N, which implies that {xn} is bounded. Since {xn} is bounded. So from 3.3
and 3.4, we get {un,i} and {yn} are bounded.

Step 2. We show that limn→∞ ‖xn+1−xn‖ = 0 and limn→∞ ‖ui,n+1−ui,n‖ = 0 for each
i = 1, . . . , N1. Since the mapping I − γA∗(I − TGi,Hi

rn,i
)A is nonexpensive. Then for each

i = 1, . . . , N1 by Lemmas 2.10 and 2.11, we have
‖ui,n+1 − ui,n‖

=
∥∥∥T gi,hi

rn+1,i

(
I − γA∗i

(
I − TGi,Hi

rn+1,i

)
Ai
)
xn+1 − T gi,hi

rn,i

(
I − γA∗i

(
I − TGi,Hi

rn,i

)
Ai
)
xn

∥∥∥
≤

∥∥∥(I − γA∗i (I − TGi,Hi
rn+1,i

)
Ai
)
xn+1 −

(
I − γA∗i

(
I − TGi,Hi

rn,i

)
Ai
)
xn

∥∥∥
+
|rn+1,i − rn,i|

rn+1,i

∥∥∥T gi,hi
rn+1,i

(
I − γA∗i

(
I − TGi,Hi

rn+1,i

)
Ai
)
xn+1

−
(
I − γA∗i

(
I − TGi,Hi

rn+1,i

)
Ai
)
xn+1

∥∥∥
≤ ‖xn+1 − xn‖+

∥∥∥(I − γA∗i (I − TGi,Hi
rn+1,i

)
Ai
)
xn −

(
I − γA∗i

(
I − TGi,Hi

rn,i

)
Ai
)
xn

∥∥∥
+
|rn+1,i − rn,i|

rn+1,i
δn+1,i

= ‖xn+1 − xn‖+
∥∥∥γA∗i (TGi,Hi

rn+1,i
Aixn − TGi,Hi

rn,i
Aixn)

∥∥∥+
|rn+1,i − rn,i|

rn+1,i
δn+1,i

= ‖xn+1 − xn‖+ ‖γA∗i ‖
∥∥∥TGi,Hi

rn+1,i
Aixn − TGi,Hi

rn,i
Aixn

∥∥∥+
|rn+1,i − rn,i|

rn+1,i
δn+1,i

≤ ‖xn+1 − xn‖+ γ
∥∥∥A∗i ∥∥∥

[
|rn+1,i − rn,i|

rn+1,i

∣∣∣〈TGi,Hi
rn+1,i

Aixn

−TGi,Hi
rn,i

Aixn, T
Gi,Hi
rn+1,i

Aixn −Aixn
〉∣∣∣] 1

2

+
|rn+1,i − rn,i|

rn+1,i
δn+1,i

≤ ‖xn+1 − xn‖+ γ
∥∥∥A∗i ∥∥∥

[
|rn+1,i − rn,i|

r
σn+1

] 1
2

+
|rn+1,i − rn,i|

rn+1,i
δn+1,i

≤ ‖xn+1 − xn‖+ ηn+1,i, (3.5)

where

σn+1,i = sup
n∈N

∣∣∣〈TGi,Hi
rn+1,i

Aixn − TGi,Hi

rn,i
Aixn, T

Gi,Hi
rn+1,i

Aixn −Aixn〉
∣∣∣,

δn+1,i = sup
n∈N

∥∥∥T gi,hi
rn+1,i

(I − γA∗i (I − TGi,Hi
rn+1,i

)Ai)xn+1 − (I − γA∗i (I − TGi,Hi
rn+1,i

)Ai)xn+1

∥∥∥
and

ηn+1,i = γ
∥∥∥A∗i ∥∥∥

[
|rn+1,i−rn,i|

r σn+1,i

] 1
2

+
|rn+1,i−rn,i|

r δn+1,i.

Note that for each i = 1, . . . , N1, we obtain
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∥∥(I − λn+1B)un+1,i − (I − λnB)un,i
∥∥

=
∥∥(I − λn+1B)un+1,i − (I − λn+1B)un,i + (λn − λn+1)Bun,i

∥∥
≤

∥∥(I − λn+1B)un+1,i − (I − λn+1B)ui,n
∥∥+

∥∥(λn − λn+1)Bun,i
∥∥

=
∥∥(I − λn+1B)un+1,i − (I − λn+1B)ui,n

∥∥+ |λn − λn+1|
∥∥Bun,i∥∥

≤ ‖un+1,i − un,i‖+ |λn − λn+1|
∥∥Bun,i∥∥. (3.6)

Now for each i = 1, . . . , N1, let Mi = supn∈N ‖Bun,i‖ by (3.1), (3.5) and (3.6), we have

‖yn+1 − yn‖ =
∥∥PC(I − λn+1B)un+1,i − PC(I − λnB)un,i

∥∥
≤

∥∥(I − λn+1B)un+1,i − (I − λnB)un,i
∥∥

≤ ‖un+1,i − un,i‖+ |λn − λn+1|
∥∥Bun,i∥∥

= ‖xn+1 − xn‖+ ηi,n+1 + |λn − λn+1|‖Bwn‖
≤ ‖xn+1 − xn‖+ ηi,n+1 + |λn − λn+1|M1. (3.7)

Since {αn} strictly decreasing, by using (3.7), we have

‖xn+1 − xn‖

=

∥∥∥∥∥(αnν +

n−1∑
k=1

(αk−1 − αk)Skyn + (αn−1 − αn)Snyn

)
−
(
αn−1ν +

n−1∑
k=1

(αk−1 − αk)Skyn−1

)∥∥∥∥∥
=

∥∥∥∥∥αnν − αn−1ν +

n−1∑
k=1

(αk−1 − αk)Skyn

n−1∑
k=1

(αk−1 − αk)Skyn−1 + (αn−1 − αn)Snyn

∥∥∥∥∥
=

∥∥∥∥∥(αn − αn−1)ν +

n−1∑
i=k

(αk−1 − αk)(Skyn − Skyn−1) + (αn−1 − αn)Snyn

∥∥∥∥∥
≤ ‖(αn − αn−1)ν‖+

∥∥∥∥∥
n−1∑
k=1

(αk−1 − αk)(Skyn − Skyn−1)

∥∥∥∥∥+ ‖(αn−1 − αn)Snyn‖

≤ (αn−1 − αn)‖ν‖+

n−1∑
k=1

(αk−1 − αk)‖Skyn − Skyn−1‖+ (αn−1 − αn)‖Snyn‖

≤ (αn−1 − αn)‖ν‖+

n−1∑
k=1

(αk−1 − αk)‖yn − yn−1‖+ (αn−1 − αn)‖Snyn‖

= (αn−1 − αn)‖ν‖+ (1− αn−1)‖yn − yn−1‖+ (αn−1 − αn)‖Snyn‖

≤ (1− αn−1)
(
‖xn − xn−1‖+ ηi,n + |λn−1 − λn|M1

)
+(αn−1 − αn)(‖Snyn‖+ ‖ν‖)

≤ (1− αn−1)
(
‖xn − xn−1‖+ ηi,n + |λn−1 − λn|M1

)
+ (αn−1 − αn)M2

≤ (1− αn−1)‖xn − xn−1‖+ ηi,n + |λn−1 − λn|M1 + (αn−1 − αn)M2,
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where M2 = sup{‖Snyn‖ + ‖ν‖ : n ∈ N} by (C1) and (C2) in Lemma 2.13 we conclude
that

lim
n→∞

‖xn+1 − xn‖ = 0. (3.8)

Moreover, by (3.5) and (3.7), we have

lim
n→∞

‖yn+1 − yn‖ = 0, lim
n→∞

‖ui,n+1 − ui,n‖ = 0, i ∈ {1, ..., N1}. (3.9)

Step 3. We show that limn→∞ ‖Skxn − xn‖ → 0 for each k ∈ N.
First we will show that limn→∞ ‖ui,n − xn‖ = 0 for each i ∈ {1, ..., N1}
Since for each A∗i (I − TGi,Hi

rn )Ai is 1
2L2

i
-inverse strongly monotone,

by (3.1), we have

‖un,i − p‖2 =
∥∥∥T gi,hi

rn,i
(I − γA∗i (I − TGi,Hi

rn,i
)Ai)xn − T gi,hi

rn,i
(I − γA∗i (I − TGi,Hi

rn,i
)Ai)p

∥∥∥2

≤
∥∥∥(I − γA∗i (I − TGi,Hi

rn,i
)Ai)xn − (I − γA∗i (I − TGi,Hi

rn,i
)Ai)p

∥∥∥2

=
∥∥∥(xn − p)− γ(A∗i (I − TGi,Hi

rn,i
)Aixn −A∗i (I − TGi,Hi

rn,i
)Aip)

∥∥∥2

= ‖xn − p‖2 − 2γ〈xn − p,A∗i (I − TGi,Hi
rn,i

)Aixn −A∗i (I − TGi,Hi
rn,i

)Aip〉

+γ2
∥∥∥A∗i (I − TGi,Hi

rn,i
)Aixn −A∗i (I − TGi,Hi

rn,i
)Aip

∥∥2

≤ ‖xn − p‖2 −
γ

L2
i

∥∥∥A∗i (I − TGi,Hi
rn,i

)Aixn −A∗i (I − TGi,Hi
rn,i

)Aip
∥∥∥2

+γ2
∥∥∥A∗i (I − TGi,Hi

rn,i
)Aixn −A∗i (I − TGi,Hi

rn,i
)Aip

∥∥∥2

= ‖xn − p‖2 + γ
(
γ − 1

L2
i

)∥∥∥A∗i (I − TGi,Hi
rn,i

)Aixn −A∗i (I − TGi,Hi
rn,i

)Aip
∥∥∥2

= ‖xn − p‖2 + γ
(
γ − 1

L2
i

)∥∥∥A∗i (I − TGi,Hi
rn,i

)Aixn

∥∥∥2

. (3.10)

Now, from (3.1) and (3.10) it follows that

‖xn+1 − p‖2 =

∥∥∥∥αn(ν − p) +

n∑
k−1

(αk−1 − αk)(Skyn − p)
∥∥∥∥2

≤
∥∥∥∥αn(ν − p)

∥∥∥∥2

+

∥∥∥∥ n∑
k−1

(αk−1 − αi)(Skyn − p)
∥∥∥∥2
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≤ αn‖ν − p‖2 +

n∑
k−1

(αk−1 − αi)‖(Skyn − p)‖2

≤ αn‖ν − p‖2 +

n∑
k−1

(αk−1 − αk)‖yn − p‖2

= αn‖ν − p‖2 + (1− αn)‖yn − p‖2

≤ αn‖ν − p‖2 + (1− αn)‖un − p‖2

= αn‖ν − p‖2 + (1− αn)‖un,in − p‖2

≤ αn‖ν − p‖2

+(1− αn)

[
‖xn − p‖2 + γ

(
γ − 1

L2
in

)∥∥∥A∗in(I − TGin ,Hin
rn,in

)Ainxn

∥∥∥2
]
,

which implies that

(1− αn)γ
(
γ − 1

L2
in

)∥∥∥A∗in(I − TGin ,Hin
rn,in

)Ainxn

∥∥∥2

≤ αn‖ν − p‖2 + ‖xn − p‖2 − ‖xn+1 − p‖2

≤ αn‖ν − p‖2 + ‖xn − xn+1‖(‖xn − p‖+ ‖xn+1 − p‖).

Since αn → 0 and ‖xn − xn+1‖ → 0, as n→∞, we obtain

lim
n→∞

∥∥∥A∗in(I − TGin ,Hin
rn,in

)Ainxn

∥∥∥ = 0 for each i ∈ {1, ..., N1}. (3.11)

Therefore

lim
n→∞

∥∥∥(I − TGin ,Hin
rn,in

)Ainxn

∥∥∥ = 0 for each i ∈ {1, ..., N1}. (3.12)

Since T gi,hi
rn,i

is firmly nonexpansive and p = T gi,hi
rn,i

p , we have

‖un,i − p‖2 =
∥∥∥T gi,hi

rn+1,i

(
I − γA∗i

(
I − TGi,Hi

rn+1,i

)
Ai
)
xn − p

∥∥∥2

=
∥∥∥T gi,hi

rn,i
(xn + γA∗i (T

Gi,Hi
rn,i

− I)Aixn)− T gi,hi
rn,i

p
∥∥∥2

≤
〈
un,i − p, xn + γA∗i (T

Gi,Hi
rn,i

− I)Aixn − p
〉

=
1

2

{
‖un,i − p‖2 + ‖xn + γA∗i (T

Gi,Hi
rn,i

− I)Aixn − p‖2

−‖un,i − xn − γA∗i (TGi,Hi
rn,i

− I)Aixn‖2
}
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=
1

2

{
‖un,i − p‖2 + ‖xn − p‖2 + γ2‖A∗i (TGi,Hi

rn,i
− I)Aixn‖2

+2γ〈xn − p,A∗i (TGi,Hi
rn,i

− I)Aixn〉

−
[
‖un,i − xn‖2 + γ2‖A∗i (TFi,Hi

rn,i
− I)Aixn‖2

−2γ〈un,i − xn, A∗i (TGi,Hi
rn,i

− I)Aixn〉
]}

=
1

2

{
‖un,i − p‖2 + ‖xn − p‖2 − ‖un,i − xn‖2

+2γ〈Aiun,i −Aip, (TGi,Hi
rn,i

− I)Aixn〉
}

≤ 1

2

{
‖un,i − p‖2 + ‖xn − p‖2 − ‖un,i − xn‖2

+2γ‖Aiun,i −Aip‖‖(TGi,Hi
rn,i

− I)Aixn‖
}
,

which implies that

‖un,i − p‖2 ≤ ‖xn − p‖2 − ‖un,i − xn‖2

+2γ‖Aiun,i −Aip‖
∥∥(TGi,Hi

rn,i
− I)Aixn

∥∥. (3.13)

Now, from (3.1), (3.4) and (3.13), it follows that

‖xn+1 − p‖2 ≤ αn‖ν − p‖2 + (1− αn)‖yn − p‖2

≤ αn‖ν − p‖2 + (1− αn)‖un − p‖2 (3.14)

≤ αn‖ν − p‖2 + (1− αn)
[
‖xn − p‖2 − ‖un − xn‖2

+2γ‖Ainun −Ainp‖
∥∥(T

GinHin
rn,in

− I)Ainxn
∥∥].

Thus

(1− αn)‖un − xn‖2 ≤ αn‖ν − p‖2 + ‖xn − p‖2 − ‖xn+1 − p‖2

+(1− αn)2γ‖Ainun −Ainp‖
∥∥(T

GinHin
rn,in

− I)Ainxn
∥∥

≤ αn‖ν − p‖2 + ‖xn − xn+1‖(‖xn − p‖+ ‖xn+1 − p‖)
+(1− αn)2γ‖Ainun −Ainp‖

∥∥(T
GinHin
rn,in

− I)Ainxn
∥∥.

Since αn → 0, ‖xn − xn+1‖ → 0 and ‖(TGin ,Hin
rn,in

− I)Ainxn‖ → 0 as n→∞ , we have

‖un − xn‖ → 0 as n→∞. (3.15)

Next, we show that
limn→∞ ‖yn − un‖ = 0 where un = un,in , in = arg max1≤i≤N1

{‖un,i − xn‖}.
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Since p = PC(I − λnB)p. By (3.1) we have

‖xn+1 − p‖2 ≤ αn‖ν − p‖2 + (1− αn)‖yn − p‖2

= αn‖ν − p‖2 + (1− αn)‖yn − PC(I − λnB)p‖2

≤ αn‖ν − p‖2 + (1− αn)‖PC(I − λnB)un − PC(I − λnB)p‖2

≤ αn‖ν − p‖2 + (1− αn)‖(I − λnB)un − (I − λnB)p‖2

= αn‖ν − p‖2 + (1− αn)‖un − λnBun − p− λnBp‖2

= αn‖ν − p‖2 + (1− αn)‖un − p− λn(Bun −Bp)‖2

= αn‖ν − p‖2 + (1− αn)(
‖un − p‖2 − 2λn〈un − p,Bun −Bp〉+ λ2

n‖Bun −Bp‖
2
)

≤ αn‖ν − p‖2

+(1− αn)
(
‖un − p‖2 − 2λnβ‖Bun −Bp‖2 + λ2

n‖Bun −Bp‖2
)

≤ αn‖ν − p‖2

+(1− αn)
(
‖xn − p‖2 − 2λnβ‖Bun

−Bp‖2 + λ2
n‖Bun

−Bp‖2
)

= αn‖ν − p‖2 + (1− αn)‖xn − p‖2

+(1− αn)λn(λn − 2β)‖Bun −Bp‖2,

which implies that

(1− αn)λn(2β − λn)‖Bun −Bp‖2

≤ αn‖ν − p‖2 + ‖xn − xn+1‖(‖xn − p‖+ ‖xn+1 − p‖).

Since αn → 0 and 0 < limn→∞ λn = λ < 2β, by (3.8) we have

lim
n→∞

‖Bun −Bp‖ = 0. (3.16)

Since PC is firmly nonexpansive and (I − λnB) is nonexpansive, by (3.1), we have

‖yn − p‖2 = ‖PC(un − λnBun)− PC(p− λnBp)‖2

≤ 〈yn − p, un − λnBun − (p− λnBp)〉

=
1

2

(
‖yn − p‖2 + ‖(I − λnB)un − (I − λnB)p‖2

−‖yn − un + λn(Bun −Bp)‖2
)

≤ 1

2

(
‖yn − p‖2 + ‖un − p‖2 − ‖yn − un + λn(Bun −Bp)‖2

)
=

1

2

(
‖yn − p‖2 + ‖un − p‖2 − ‖yn − un‖2 − λ2

n‖Bun −Bp‖2

−2λn〈yn − un, Bun −Bp〉
)

≤ 1

2

(
‖yn − p‖2 + ‖un − p‖2 − ‖yn − un‖2 − λ2

n‖Bun −Bp‖2

+2λn‖yn − un‖‖Bun −Bp‖
)
,
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which implies that

2‖yn − p‖2 ≤ ‖yn − p‖2 + ‖un − p‖2 − ‖yn − un‖2 − λ2
n‖Bun −Bp‖2

+2λn‖yn − un‖‖Bun −Bp‖
‖yn − p‖2 ≤ ‖un − p‖2 − ‖yn − un‖2 − λ2

n‖Bun −Bp‖2

+2λn‖yn − un‖‖Bun −Bp‖
≤ ‖xn − p‖2 − ‖yn − un‖2

+2λn‖yn − un‖‖Bun −Bp‖. (3.17)

From (3.1) and (3.17), we have

‖xn+1 − p‖2 ≤ αn‖ν − p‖2 + (1− αn)‖yn − p‖2

≤ αn‖ν − p‖2 + (1− αn)(
‖xn − p‖2 − ‖yn − un‖2 + 2λn‖yn − un‖‖Bun −Bp‖

)
≤ αn‖ν − p‖2 + ‖xn − p‖2 − (1− αn)‖yn − un‖2

+2(1− αn)λn‖yn − un‖‖Bun −Bp‖.

Hence, we have

(1− αn)‖yn − un‖2 ≤ αn‖ν − p‖2 + ‖xn − xn+1‖
(
‖xn+1 − p‖+ ‖xn − p‖

)
+2(1− αn)λn

(
‖yn‖ − ‖un‖

)
‖Bun −Bp‖.

Since limn→∞ αn = 0 and {yn}, {un} are bounded, by (3.8) and (3.16),
we have

lim
n→∞

‖yn − un‖ = 0. (3.18)

Moreover, it follows that

‖xn+1 − yn‖ ≤ ‖xn+1 − xn‖+ ‖xn − un‖+ ‖un − yn‖,

by (3.8), (3.15) and (3.18), we obtain

lim
n→∞

‖xn+1 − yn‖ = 0. (3.19)

Next, from (3.1), we have

n∑
k=1

(αk−1 − αk)(Skyn − yn) = xn+1 − yn − αn(ν − yn). (3.20)

Since {αn} is strictly decreasing, for each k ∈ N, by (2.3) and (3.20), we have

(αk−1 − αk)‖Skyn − yn‖2 ≤
n∑
k=1

(αk−1 − αk)‖Skyn − yn‖2

≤ 2

n∑
k=1

(αk−1 − αk)〈Skyn − yn, p− yn〉

= 2〈xn+1 − yn, yn − p〉 − 2αn〈v − yn, p− yn〉
≤ 2‖xn+1 − yn‖‖yn − p‖+ 2αn‖v − yn‖‖yn − p‖.
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Since limn→∞ αn = 0 and {yn} are bounded by (3.19), we have

lim
n→∞

‖Skyn − yn‖ = 0 for all k ∈ N. (3.21)

Moreover, it follows that

‖Skxn − xn‖ ≤ ‖Skxn − Skyn‖+ ‖Skyn − yn‖+ ‖yn − xn‖
≤ ‖xn − yn‖+ ‖Skyn − yn‖+ ‖yn − xn‖
= 2‖yn − xn‖+ ‖Skyn − yn‖
≤ 2(‖yn − xn+1‖+ ‖xn+1 − xn‖) + ‖Skyn − yn‖
= 2‖yn − xn+1‖+ 2‖xn+1 − xn‖+ ‖Skyn − yn‖,

by (3.8), (3.19) and (3.21), we have

lim
n→∞

‖Skxn − xn‖ = 0,∀k ∈ N. (3.22)

Step 4. We will show that lim supn→∞〈ν − z, xn − z〉 ≤ 0.

Let z = PΩν. Since {xn} is bounded, we can choose a subsequence {xnj} of {xn} such
that

lim
n→∞

sup〈ν − z, xn − z〉 = lim
j→∞
〈ν − z, xnj − z〉. (3.23)

Since {xnj
} is bounded, there exists a subsequence {xnji

} of {xnj
} converging weakly to

a point w ∈ C. Without loss of generality, we can assume that xnj
⇀ w.

Now, we will show that w ∈ Ω. First of all, we show that w ∈ Θ =
⋂∞
k=1Fix(Sk). From

the fact that xn − Skxn → 0 for each k ∈ N and xnj
⇀ w, therefore by Lemma 2.12, we

obtain w ∈
⋂∞
k=1 Fix(Sk) = Θ.

Next, we show that w ∈ Γ, i.e., w ∈ GEP(gi, hi) and Aiw ∈ GEP(Gi, Hi) for all
i ∈ {1, ..., N1}.

From (3.1) and (3.15), we have

‖un,i − xn‖ → 0 as n→∞, 1 ≤ i ≤ N1

and from (3.12), we obtain∥∥(TGi,Hi
rn,i

− I
)
Aixn

∥∥→ 0 as n→∞, 1 ≤ i ≤ N1.

Let un,i = T gi,hi
rn,i

µn,i where µn,i = xn + γA∗i (T
Gi,Hi
rn,i

− I)Aixn, and we have

‖µn,i − xn‖ =
∥∥γA∗i (TGi,Hi

rn,i
− I)Aixn

∥∥
≤ γ‖Ai‖

∥∥(TGi,Hi
rn,i

− I)Aixn
∥∥→ 0, (n→∞).

Since ‖un,i − µn,i‖ ≤ ‖un,i − xn‖+ ‖µn,i − xn‖. Then we have

‖un,i − µn,i‖ → 0 as n→∞, 1 ≤ i ≤ N1.

Since un,i = T gi,hi
rn,i

µn,i, we get

gi(un,i, u) + hi(un,i, u) + 1
rn,i
〈u− un,i, un,i − µn,i〉 ≥ 0, ∀u ∈ C,

which implies that
hi(un,i, u) + 1

rn,i
〈u− un,i, un,i − µn,i〉 ≥ −gi(un,i, u) ≥ fi(u, un,i),∀u ∈ C.

Since ‖un,i − µn,i‖ → 0, un,i ⇀ q, gi is lower semicontinuous in the second argument and
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hi is upper semicontinuous in the first argument, we obtain
hi(w, u) ≥ gi(u,w), ∀u ∈ C.

Then we have
gi(u,w) + hi(u,w) ≤ gi(u,w)− hi(w, u) ≤ 0,∀u ∈ C.

Let û = tu+ (1− t)w ∈ C, we have û ∈ C and gi(û, w) + hi(û, w) ≤ 0. Notice that

0 = gi(û, û) + hi(û, û)

= t
[
gi(û, u) + hi(û, u)

]
+ (1− t)

[
gi(û, w) + hi(û, w)

]
≤ t

[
gi(û, u) + hi(û, u)

]
.

Hence gi(û, u) + hi(û, u) ≥ 0,∀u ∈ C.
Since gi is upper hemicontinuous and hi is upper semicontinuous in the first argument,
we have
gi(w, u) + hi(w, u) ≥ 0,∀u ∈ C.

That is, w ∈ GEP(gi, hi) for all i ∈ {1, . . . , N1}.
Next, we show that Aiw ∈ GEP(Gi, Hi). Since xnl

⇀ q and continuity of Ai, we have
Aixnl

⇀ Aiw. Let ϑn,i = Aixn − TGi,Hi
rn,i

Aixn, from (3.15), we have limn→∞ ϑn,i = 0 for

all i ∈ {1, ..., N1}. And since TGi,Hi
rn,i

Aixn = Aixn − τn,i for all ε ∈ Q, we have

Gi(Aixn − ϑn,i, ε)
+Hi(Aixn − ϑn,i, ε) + 1

rn,i
〈ε− (Aixn − ϑn,i), (Aixn − ϑn,i)−Aixn〉 ≥ 0.

Since Gi and Hi are upper semicontinuous in the first argument, we have
Gi(Aiw, ε) +Hi(Aiw, ε) ≥ 0,∀ε ∈ Q.

Then we obtain Aiw ∈ GEP(Gi, Hi), for all i ∈ {1, ..., N1}. Therefore, w ∈ Γ.

Finally, we will show that w ∈ Λ =
⋂N2

j=1 V I(C,Bj) by demiclosedness principle, that

is, we only need to show that w = PC(w − λBiw), where λ = limn→∞ λn. By (3.1) and
(3.18), one has ‖un−PC(I−λnB)un‖ → 0 where un = un,in , in = arg max1≤i≤N1

{‖un,i−
xn‖}. Thus, we have

‖un − PC(I − λB)un‖ ≤ ‖un − PC(I − λnB)un‖
+‖PC(I − λnB)un − PC(I − λnB)un‖

≤ ‖un − PC(I − λnB)un‖+ ‖(I − λnB)un − (I − λB)un‖
≤ ‖un − PC(I − λnB)un‖+ |λ− λn|‖Bun‖. (3.24)

Since λn → λ > 0, {Bun} are bounded and ‖un − PC(I − λB)un‖ → 0, we have

lim
n→∞

‖un − PC(I − λB)un‖ = 0. (3.25)

On the other hand, since {λn} ⊂ (0, 2β), one has λ ∈ (0, 2β]. Thus I−λB is nonexpan-
sive and, further, we have PC(I−λB) is nonexpansive. Noting that unj

⇀ w as j →∞, by

Lemma 2.12, we get w = PC(I −λB)w. By Lemma 2.1, we get w ∈ Λ =
⋂N2

j=1 V I(C,Bj).

Therefore, w ∈ Ω. By the property on PC (2.2), we have

lim
n→∞

sup〈ν − z, xn − z〉 = lim
j→∞
〈ν − z, xnj

− z〉 = 〈ν − z, w − z〉 ≤ 0. (3.26)
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Step 5. We show that xn → z = PΩν as n→∞. By (3.1), we get

‖xn+1 − z‖2 =

∥∥∥∥αnν +

n∑
k=1

(αk−1 − αk)Skyn − z
∥∥∥∥2

= αn〈ν − z, xn+1 − z〉+

n∑
k=1

(αk−1 − αk)〈Skyn − z, xn+1 − z〉

≤ αn〈ν − z, xn+1 − z〉+

∑n
k=1(αk−1 − αk)

2
(‖Skyn − z‖2

+‖xn+1 − z‖2)

≤ αn〈ν − z, xn+1 − z〉+

∑n
k=1(αk−1 − αk)

2
(‖xn − z‖2

+‖xn+1 − z‖2)

= αn〈ν − z, xn+1 − z〉+
1− αn

2
(‖xn − z‖2 + ‖xn+1 − z‖2)

≤ αn〈ν − z, xn+1 − z〉+
1− αn

2
‖xn − z‖2 +

1

2
‖xn+1 − z‖2,

which implies that

‖xn+1 − z‖2 ≤ (1− αn)‖xn − z‖2 + 2αn〈ν − z, xn+1 − z〉.
By Lemma 2.13 and (3.26), we can conclude that limn→∞ ‖xn − z‖ = 0. Hence {xn}
converges strongly to z = PΩν. This completes the proof.

Remark 3.2. We present several corollaries of Theorem 3.1, that is, we can think out
the following cases:

(i) hi = 0 and Hi = 0, for all i ∈ {1, . . . , N1};
(ii) Hi = 0 and Gi = 0, for all i ∈ {1, . . . , N1};
(iii) N1 = N2 = 1.

Next, we give an example to demonstrate Theorem 3.1 as follows.

Example 3.3. We consider the case that N1 = 1 and N2 = 2.

Let H1 = H2 = R, C = Q = [−5, 5]. Let A1 : H1 → H2 be defined by A1(x) = x for
each x ∈ H1. Then, we have A∗1y = y for each y ∈ H2. For each x, y ∈ C, define the
bifunction g1, h1 : C × C → R by f1(z, y) = y2 + 3zy − 4z2, and h1(z, y) = y2 − z2 for
all x, y ∈ C. For each x, y ∈ Q, define the bifunction G1, H1 : C × C → R by F1(z, y) =
3y2 + 2zy − 5z2 and H1(z, y) = 0 for all x, y ∈ Q. For j=1,2 , let Bj : C → H1 be defined
by B1(x) = 2x and B2(x) = 6x for each x ∈ C. Then it is easy to see that B1 and B2 are
1
2 and 1

6 -inverse strongly monotone operator from C into H1, respectively. It follows that

Λ =
⋂2
j=1 V I(C,Bj) = {0}. For each k ∈ N, let Sk : C → C defined by

Sk(x) =

x+
1

2k
, x ∈ [−5, 0)

x, x ∈ [0, 5].

Then {Sk} is a countable family of nonexpansive mappings from C into C and it easy
to see that Θ =

⋂∞
k=1Fix(Sk) = [0, 5]. Put αn = 1

3n , λn = 1
4 and γ = γ1 = γ2 = 1

2 . It is
easy to verify that g1, h1, G1, H1, A1, B1, B2, αn, λn, γ, γ1 and γ2 satisfy all the conditions
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of Theorem 3.1. Therefore, by Lemma 2.9, we see that T g1,h1
r and TG1,H1

r single-value
mappings on H1 and H2, respectively. Hence, for rn = r > 0, x ∈ H1 and x ∈ H2, there
exist z1 ∈ C and z2 ∈ Q such that

g1(z1, y) + h1(z1, y) +
1

r
〈y − z1, z1 − x〉 ≥ 0, ∀y ∈ C,

and

G1(z2, y) +H1(z2, y) +
1

r
〈y − z2, z2 − x〉 ≥ 0, ∀y ∈ Q.

We can reform the above inequalities to standard quadratic form in the variable y as
follows:

L1(y) = 2ry2 + (3rz1 + z1 − x)y + (xz1 − 5rz2
1 − z2

1) ≥ 0, ∀y ∈ C,
and

L2(y) = 3ry2 + (2rz2 + z2 − x)y + (xz2 − 5rz2
2 − z2

2) ≥ 0, ∀y ∈ Q.
It is easy to verify that the discriminants of the above two quadratic inequalities are
nonnegative. And since L1(y) ≥ 0 for all y ∈ C and L2(y) ≥ 0 for all y ∈ Q, we see
that the discriminant must be zero. Then we obtain z1 = T g1,h1

r (x) = x
1+7r and z2 =

TG1,H1
r (x) = x

1+8r . By Theorem 3.1, let Ω = Θ∩Γ∩Λ 6= ∅, where Θ =
⋂∞
k=1Fix(Sk),Γ =

{z ∈ C : z ∈ GEP(C, g1, h1) such that A1z ∈ GEP(Q,G1, H1)} and A1z ∈ EP (G1)} and

Λ =
⋂2
j=1 V I(C,Bj). Then Ω = {0}.

Now, take ν =
1

2
and x1 = 5 and define the sequence {xn} by (3.1). We get(

I − γA∗1
(
I − TG1,H1

rn,1

)
A1

)
xn = xn − γA∗1

(
I − TG1,H1

rn,1

)
A1xn

= xn − γA∗1
(
A1xn − TG1,H1

rn,1
A1xn

)
= xn − γA∗1

(
xn − TG1,H1

rn,1
xn
)

= xn − γA∗1
(
xn −

xn
1 + 8r

)
= xn − γ

(
xn −

xn
1 + 8r

)
. (3.27)

Let r =
1

8
. Then from (3.27), we obtain(

I − γA∗1
(
I − TG1,H1

rn,1

)
A1

)
xn =

3xn
4
.

Therefore,

un = un,1 = T g1,h1
rn,1

3xn
4

=
2xn

5
.

Next, we compute the sequence yn. By the definition of yn in (3.1), we obtain

yn = PC

(
I − λn

B1 +B2

2

)
un = PC(0) = 0

for all n ∈ N.
Finally, we compute the sequence xn. By the following iteration:

xn+1 = αnv +

n∑
k=1

(αk−1 − αk)Skyn = αnν =
1

6n
. (3.28)
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Thus from (3.28), we obtain

xn+1 → 0 = PΩν = P{0}
1

2
as n→∞ as shown by Theorem 3.1.
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