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Abstract A summability method is said to be regular if it preserves the limit, i.e., it sums all convergent

series to its Cauchy’s sum. In this paper we have introduced the sequence space X(E) defined by

Euler matrix for the spaces X = l∞, c, c0 and lp, (1 ≤ p < ∞). Some fundamental properties and

relation related to these spaces are examined. A new regular statistical summability method (Euler

statistical summability) is given. The graph for Euler and Euler statistical summability are given by

using MATLAB(2018a).
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1. Introduction

In 1951, Fast [1] and Steinhaus [2] introduced the concept of Statistical convergence,
later developed by Schoenberg [3]. Over the last few decades several authors had explored
statistical convergence in various directions involving several spaces, (see [4–7] and more).

A single sequence x = (xk)k∈N is said to be statistically convergent to a number L, if
for a given ε > 0,

lim
n

1

n
|{k ≤ n : |xk − L| ≥ ε}| = 0,

where the vertical bar indicates the number of elements.
Let w, l∞, c, c0 and lp, (1 ≤ p <∞) denote the set of all real, bounded, convergent, null

and p-summable sequences. Statistically convergence is deeply connected to the strongly
Cesro summability and uniform summability [8].

The study of summability theory comes to existence in attempt to sum up some non-
convergent series. Euler [9] try to sum up the divergent series. He believe that each series
can be summed. But mathematician find some absurd result on dealing with those and
for some time after this, divergent series were mostly excluded from mathematics. Cesro
[10] was the first one who give a rigorous definition for such summation in 1890. Due to
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its application in different area (such as series, integrals, physics and others), summability
theory plays an important role in modern Mathematics.

We can use the summability technique by a linear transformation T and if T can be
expressed as an infinite matrix, then we say T is a matrix transformation and the method
is known as matrix summability. Toeplitz [11] gives the following conditions for an infinite
matrix to be regular.

Theorem 1.1. A matrix A = (amn) is regular if and only if the following holds,
(i) lim

m→∞
amn = 0, n = 0, 1, 2, ...;

(ii) lim
m→∞

( ∞∑
n=0

amn

)
= 1;

(iii) sup
m

∞∑
n=0
|amn| <∞.

Definition 1.2. The Euler matrix of order r (or (E, r) method), r ∈ C\{0, 1} is given

by the infinite matrix
(
e
(r)
mn

)
m,n∈N∪{0}, where

e(r)mn =

{ (
m
n

)
rn(1− r)m−n, n ≤ m;

0, n > m.

Also, for r = {0, 1}

e(1)mn =

{
1, n ≤ m;
0, n > m.

e
(0)
mn = 0, m = 0, 1, 2, ...; n = 0, 1, 2, ...;

e
(0)
m0 = 0, m = 0, 1, 2, ... .

Aasma et al. [12] (Chapter 3, Theorem 3.7) shows that the (E, r) method is regular if
and only if r is real and 0 < r ≤ 1.

Definition 1.3. Let K ⊆ N, then A-density of K is given by δA(K) = lim
m→∞

∑
n∈K

amn, if

the limit exists.

Definition 1.4. A sequence x = (xn) is said to be A-statistically convergent to L ∈ R
(or A-summable to L), if for every ε > 0, δA({n ≤ m : |xn − L| ≥ ε}) = 0. It is denoted
by xm → L(A− st).

Theorem 1.5. Let A be an infinite matrix and x = (xn) be a bounded sequence of real
numbers, then x is statistically converges to L if and only if the transformed sequence

Ax = (Ax)m = (Ax)m =
∞∑
n=0

amnxn converges to L for every A ∈ T, where

T = { A = (amn) : A is triangular, non-negative,
∞∑
n=0

amn = 1 for each m ∈ N

and lim
m→∞

∑
n∈K

amn = 0, δ(K) = 0 }.

In present paper we give definition of statistical convergence with the help of Eu-
ler matrix and discussed some properties. We connect it to statistical summability for
(E, r) methods. This paper also consist the comparison of usual, Euler and E-statistical
summability for two series (one being convergent and other non-convergent in conven-
tional sense).
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2. Some Topological Properties of E-Statistical Convergent

Sequence

Let E be a regular Euler matrix given by Definition 1.2 and X = {c, c0, lp, 1 ≤ p ≤
∞}. We give the matrix space X(E) = XE as

X(E) =

{
x = (xn) ∈ w : (Ex)m =

∞∑
n=0

e
(r)
mnxn ∈ X

}
.

Similar to Kara [13] (Theorem 2.2), we can say that XE is a Banach space with the
norm given by

‖x‖X(E) = ‖Ex‖X = ‖y‖X =


sup
n
|yn|, ifX ∈ {l∞, c, c0};( ∞∑

n=0
|yn|p

) 1
p , ifX = lp; 1 ≤ p <∞.

Lemma 2.1. If X is a subset of Y, then X(E) is a subset of Y (E).

Proof. The proof of this lemma is trivial.

Theorem 2.2. Let X be a Banach space. If A is a closed subset of X, then A(E) is also
closed in X(E).

Proof. As A is a closed subset of X, therefore Ā = A and A(E) ⊂ X(E), (by Lemma

2.1). To show A(E) is closed in X(E), we need to show that A(E) = A(E).

Let x ∈ A(E), there exists a sequence (xm) in A(E) such that xm −→ x, i.e., ‖xm −
x‖A(E) −→ 0 (Theorem 1.4-6 in [14]). Thus, ‖E(xm−x)‖A −→ 0 or ‖E(xmn )−E(x)‖A −→
0. Further using Theorem 1.4-6 in [14], E(x) ∈ Ā. Hence x ∈ Ā(E) or x ∈ A(E), since A
is closed.

Conversely, suppose that x ∈ A(E), then x ∈ A(E) as A(E) ⊆ A(E). Therefore,

A(E) = A(E).

Corollary 2.3. If X is a separable space, then X(E) is also separable.

Proof. Using the definition of separable space and Theorem 2.2, one can easily prove the
result.

In view of Definition 1.4 we now give definition of statistical convergence for Euler
Matrix and call it Euler type statistical convergence.

Definition 2.4. Let x = (xn) be a sequence in X. The sequence x is said to be Euler
type statistical convergent or E-statistically convergent to L if for a given ε > 0,

δ({m : m ≤ t and |(Ex)m − L| ≥ ε}) = 0,

where Ex be a sequence and Ex = Exn = (Ex)m =
∞∑
n=0

e
(r)
mnxn.

The set of all such sequence is denoted by S(E). We write xn → L(S(E)).

Definition 2.5. A sequence x = (xn) is said to E-statistically Cauchy if for a given
ε > 0, there exists a positive number N = N(ε) such that

δ({m : m ≤ t and |(Ex)m − (Ex)N | ≥ ε}) = 0.

Definition 2.6. A sequence x = (xn) is said to be E-bounded if for every m ∈ N,
sup
m
|(Ex)m| <∞.

The set of all such sequence is denoted by l∞(E).
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The set of all E-bounded statistically convergent sequence is denoted by m0(E). It is
quite self-explanatory that m0(E) ⊂ l∞(E).

Definition 2.7. A sequence x = (xn) is said to be E-statistically bounded if there exists
some H ≥ 0 such that δ({m : |(Ex)m| > H}) = 0.

Theorem 2.8. If x = (xn) is an E-statistically convergent sequence then it is also E-
statistically Cauchy.

Proof. Let x = (xn) be an E-statistically convergent sequence converges to the limit L.
Then for a given ε > 0, |(Ex)m − L| < ε

2 for almost all m ∈ N. If N is chosen so that
|(Ex)N−L| < ε

2 , then we have |(Ex)m−(Ex)N | < |(Ex)m−L|+ |(Ex)N−L| < ε
2 + ε

2 = ε
for almost all m ∈ N. Hence x is E-statistically Cauchy.

Theorem 2.9. If x is an E-statistically convergent sequence and there exists a sequence
y such that (Ey)m = (Ex)m for almost all m, then y is also E-statistically convergent.

Proof. Given x = (xn) is an E-statistically convergent sequence, then
δ({m : m ≤ t and |(Ex)m − L| ≥ ε}) = 0.

Also
{m : m ≤ t and |(Ey)m − L| ≥ ε} ⊆ {m : m ≤ t and (Ex)m 6= (Ey)m}

∪{m : m ≤ t and |(Ex)m − L| ≥ ε}.
Thus
δ({m : m ≤ t and |(Ey)m − L| ≥ ε}) ≤ δ({m : m ≤ t and (Ex)m 6= (Ey)m})

+δ({m : m ≤ t and |(Ex)m − L| ≥ ε})
≤ 0,

as (Ey)m = (Ex)m for almost all m and x is E-statistically convergent to L.

Theorem 2.10. Every E-statistical convergent sequence is E-statistically bounded.

Proof. Let x be an E-statistically convergent sequence convergent to L. Then,
δ({m : m ≤ t and |(Ex)m − L| ≥ ε}) = 0.

If we choose a number H so that H = ε+ L, then |(Ex)m| < ε+ L for almost all m.
Hence,

δ({m : |(Ex)m| > H}) = 0.
Therefore x is E-statistically bounded.

Proposition 2.11. The set m0(E) and l∞(E) are linear spaces and m0(E) ⊆ l∞(E).

Proposition 2.12. [15] m0 is closed subspace of l∞.

Lemma 2.13. The set m0(E) is a closed linear space of l∞(E).

Proof. Using Proposition 2.12 in Theorem 2.2, one can get the result.

Theorem 2.14. The space m0(E) is nowhere dense in l∞(E).

Proof. Every closed linear subspace of a linear normed space, different from the space
itself, is nowhere dense in it. Using Lemma 2.13, it suffices to proof that m0(E) 6= l∞(E).
Consider the sequence

xn =

{
1/(n+ 1), if n is even;

0, if n is odd.

Then (Exn)m ≤ 1, ∀ m. It is clear that xn is not a statistically convergent sequence.
Thus xn ∈ l∞(E) but not in m0(E).
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Let s denote the Frchet metric space of all real sequences with the metric dm,

dm =

∞∑
n=0

1

2n
|xn − yn|

1 + |xn − yn|
, (2.1)

where x = (xn), y = (yn) ∈ m, ∀ n ∈ N.

Theorem 2.15. The set of all E-statistically convergent sequence is dense in s.

Lemma 2.16. [15] Let gn (n = 0, 1, 2, ...) be a complex valued continuous functions on
R and c1, c2 are two distinct complex numbers such that for each sufficiently large n, we
have c1, c2 ∈ gn(R). Let (amn) be a triangular matrix with the following properties:

(P1) For each fixed n, we have lim
m→∞

amn = 0;

(P2) lim
m→∞

m∑
n=0

amn = 1,

then the set s1 of all such x = (ξn)∈ s for which there exists a finite limit lim
m→∞

m∑
n=0

amngn(ξn)

is a set of the first Baire category in s.

Now we are in a position to prove Theorem 2.15.

Proof. Let S(E) be the set of all E-statistically convergent sequence, for all (xn) ∈ S(E),

lim
m→∞

m∑
n=0

e
(r)
mnxn gives finite. Let y = (yn)n∈N be the sequence of real number differs from

x only in a finite number of terms. Obviously y ∈ S(E). Take gn = xn and (amn) = (e
(r)
mn)

in Lemma 2.16. Since Euler matrix satisfies property (P1) and (P2), S(E) is a set of the
first Baire category in s. Let x = (xn) ∈ S(E) (for all n) and the sequence of real number
y = (yn) (for all n) differs from x only in a finite number of terms. Obviously y ∈ S(E).
As s is a complete metric space with respect to the translation-invariant metric given by
Equation (2.1), S(E) is dense in s.

3. Euler Statistical Summability

In this section we show the statistical summability of a sequence through Euler matrix
using MATLAB(2018a).

The sequence x = (xn) is said to be statistically E-summable to L if the sequence
(Ex)m converges statistically or it is E-statistically convergent (Definition 2.4).

Using the definition of Euler matrix we get ,

(Ex)m =
∞∑
n=0

e
(r)
mnxn =

m∑
n=0

(
m
n

)
rn(1− r)m−nxn.

3.1. Euler Statistical Summability of a Convergent Series

If we take a statistical convergent series, using the Euler matrix we can converge it

to its usual sum as it is a regular matrix method. Consider the series
∞∑
n=0

e−(n+1), it

is a geometric series converges to 0.5820. We will compare its usual, Euler and Euler
statistical sum through graph.
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Figure 1. Usual convergence for
∞∑
n=0

e−(n+1)
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Figure 2. Euler summation of
∞∑
n=0

e−(n+1)
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Figure 3. Euler statistical summation of
∞∑
n=0

e−(n+1)

Figure 1 shows the usual sum for the series
∞∑
n=0

e−(n+1) as expected it is converging to

.5820.

Figure 2 shows the convergence of sequence of partial sum (Ex)m =
m∑
n=0

(
m
n

)
rn(1 −

r)m−ne−(n+1), i.e., on applying Euler matrix we can still converge to the same limit,
which is a good thing as it is not changing its usual sum.

In Figure 3 we give the E-statistical summability for the same. Again the limit is same
except for the set K ⊂ N (the set of perfect square) but its density is zero.

3.2. Euler Statistical Summability of a Non-Convergent Series

Divergent series was the motivating factor for the introduction of the summability

theory. In this section we will take a non-convergent series
∞∑
n=0

(−1)n. Grandi [16] show

that this series can be summable to 1/2 and it is gradually accepted as the best sum of
this series. Using our matrix we will show that it is summable to 1/2 and compare it with
Euler statistical convergence through graph.
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Figure 4. Graph representation of
m∑
n=0

(−1)n, m ≤ 400
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Figure 5. Euler convergence for (−1)n



On E-Statistical Summability of Bounded Sequence 27

0 50 100 150 200 250 300 350 400
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Figure 6. Euler statistical convergence for (−1)n

Figure 4 shows that the series
∞∑
n=0

(−1)n cannot be summed to a uniquely as
m∑
n=0

(−1)n

gives 0, if m is even and 1, if m is odd. The ′∗′ shows the sum at each m ∈ N.
Figure 5 shows the graph representation after applying Euler matrix on it, i.e., (Ex)m =

m∑
n=0

(
m
n

)
rn(1−r)m−n(−1)n for m = 1 to 400. One can clearly see that ′∗′ (which represent

(Ex)m for different m) starts moving upwards and downwards from both sides as m
increases and finally converges to 0.5, which is same as Grandi’s sum. So this matrix can
give a sum of some series which are not convergent.

Figure 6 shows the graph representation of E-statistical convergence of (−1)n. As we
can see that this also converges to 0.5 with some disturbance point(m′s) otherwise. But
one can see that the quantity of such points are negligible, which will turned out to be of
zero density when m approaches to infinity.
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