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Abstract In this paper, we study the existence, uniqueness and boundedness of solutions of following

Rieman-Liouville fractional integrodifferential equations with deviating arguments under integral bound-

ary conditions via monotone interative technique by introducing upper and lower solutions:
Dα0+u(t) = f

(
t, u(t), u(θ(t)),

∫ t

0
K(t, s)u(s)ds

)
, t ∈ J = [0, T ],

u(0) = λ

∫ T

0
u(s)ds+ d, d ∈ R.
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1. Introduction

The investigation of the theory of fractional differential and integral equations has
started quite recently. One can see the monographs of Kilbas et al. [1], Podlubny [2], etc.
The study of integrodifferential equations is linked to the wide applications of calculus
in physics, mechanics, signal processing, electromagnetics, biology, economics and many
more.

Integral boundary conditions are encountered in population dynamics, blood flow mod-
els, chemical engineering, cellular systems, heat transmission, plasma physics, thermoe-
lasticity, etc. They come up when values of the function on the boundary are connected
to its values inside the domain, they have physical significations such as total mass, mo-
ments, etc. Sometimes it is better to impose integral conditions because they lead to more
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precise measures than those proposed by a local condition. Many recent papers have dealt
with the existence, uniqueness and other properties of solutions of special forms of the
fractional integrodifferential equations (1.1), see ([3–35]) and some of the references cited
therein.

In [13], Jankowski considered the existence and uniqueness of solutions by using Ba-
nach fixed point theorem and monotone iterative method of the following initial value
problem for nonlinear Riemann-Liouville fractional differential equations with deviating
arguments:

Dq
0+x(t) = f (t, x(t), x(α(t))) , t ∈ J = [0, T ], T > 0,[

x(t)t1−q
] ∣∣∣∣
t=0

= x0.

So, the motivation for the elaboration of this paper is to study the following problem
for Riemann Liouville’s fractional integrodifferential equations with deviating arguments
under the integral boundary conditions :


Dα

0+u(t) = f

(
t, u(t), u(θ(t)),

∫ t

0

K(t, s)u(s)ds

)
, t ∈ J = [0, T ]

u(0) = λ

∫ T

0

u(s)ds+ d, d ∈ R
(1.1)

where f ∈ C(J × R3,R), θ ∈ C(J, J), θ(t) ≤ t, t ∈ J, λ ≥ 0, 0 < α < 1, where
K : J × J → R and KT = sup{|K(t, s)| : 0 ≤ t, s ≤ T}.

The rest of this paper is arranged as follows: some basic definitions and results are
introduced in section 2. Section 3 devoted to discuss the existence and uniqueness of a
solution for the problem given by (1.1) using Banach fixed point theorem. In section 4,
we develop the monotone method and apply it to obtain existence and uniqueness results
for Riemann-Liouville fractional integrodifferential equations with deviating arguments
under the integral boundary conditions.

2. Preliminaries

Before proceeding to the statement of our main results, we setforth definitions, prelim-
inaries and hypotheses that will be used in our subsequent discussion.

Definition 2.1. ([1],[2]) The Riemann-Liouville fractional integral of order α, is defined
by

Iα0+u(t) =
1

Γ(α)

∫ t

0

(t− s)α−1u(s)ds, α > 0, (2.1)

provided the right hand side is pointwise defined on (0,∞).

Definition 2.2. ([1],[2]) The Riemann-Liouville fractional derivative of order
α (n− 1 < α < n)is defined as

Dα
0+u(t) =

( d
dt

)n(
In−α0+ u(t)

)
=

1

Γ(n− α)

dn

dtn

∫ t

0

(t− s)n−α−1u(s) ds, t > 0. (2.2)

We need the following results in our subsequent discussion.
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Lemma 2.3 ([1]). Let u ∈ Cn[0, T ], α ∈ (n− 1, n), n ∈ N. Then for t ∈ J,

Iα0+D
α
0+u(t) = u(t)−

n−1∑
k=0

tk

k!
uk(0). (2.3)

Consider the space C1−α(J,R) = {u ∈ C((0, T ],R) : t1−αu(t) ∈ C(J,R)}.

Lemma 2.4 ([10]). Let m ∈ C1−α(J,R) where for some t1 ∈ (0, T ],
m(t1) = 0 and m(t) ≤ 0 for 0 ≤ t ≤ t1. Then Dαm(t1) ≥ 0.

Lemma 2.5. Let f ∈ C(J × R3,R). A function u ∈ C1−α(J,R) is a solution of the
problem (1.1) if and only if u is a solution of the integral equation

u(t) =
1

Γ(α)

∫ t

0

(t− s)α−1f
(
s, u(s), u(θ(s)),

∫ s

0

K(s, τ)u(τ)dτ

)
ds

+ λ

∫ T

0

u(s)ds+ d. (2.4)

Proof. Suppose that u is a solution of (1.1). Then from Lemma 2.3, we have

Iα0+D
α
0+u(t) = u(t)−

n−1∑
k=0

tk

k!
uk(0)

As u ∈ C1−α(J,R) so n = 1, on using n = 1 in equation above equation, we have

Iα0+D
α
0+u(t) = u(t)− u(0) (2.5)

From first equation of problem (1.1), we have

Dα
0+u(t) = f

(
t, u(t), u(θ(t)),

∫ t

0

K(t, s)u(s)ds

)
,

using it in (2.5), we get

Iα0+

[
f

(
t, u(t), u(θ(t)),

∫ t

0

K(t, s)u(s)ds

)]
= u(t)− u(0) (2.6)

From equations (2.1) in above equation, we get equation (2.4).
Conversely, suppose that u satisfies equation (2.4). On taking Riemann-Liouville deriva-
tive of order α of both sides, we get first equation of the problem (1.1). On putting t = 0
in equation (2.4) we get the integral boundary condition

u(0) = λ

∫ T

0

u(s)ds+ d.

This completes the proof.

Lemma 2.6. Suppose that {uε} is a family of continuous functions defined on J , for
each ε > 0, which satisfies

Dα
0+uε(t) = f

(
t, uε(t), uε(θ(t)),

∫ t

0

K(t, s)uε(s)ds

)
, t ∈ J = [0, T ]

uε(0) = λ

∫ T

0

uε(s)ds+ d, d ∈ R
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where

∣∣∣∣f (t, u(t), u(θ(t)),
∫ t
0
K(t, s)u(s)ds

) ∣∣∣∣ ≤ M ∀ t ∈ J . Then the family {uε} is

equicontinuous on J .

Proof. For 0 ≤ t1 < t2 ≤ T , using equation (2.4), consider

|uε(t1)− uε(t2)|

=

∣∣∣∣ 1

Γ(α)

∫ t1

0

(t1 − s)α−1f
(
s, u(s), u(θ(s)),

∫ s

0

K(s, τ)u(τ)dτ

)
ds

− 1

Γ(α)

∫ t2

0

(t2 − s)α−1f
(
s, u(s), u(θ(s)),

∫ s

0

K(s, τ)u(τ)dτ

)
ds

∣∣∣∣
≤ M

Γ(α)

∣∣∣∣ ∫ t1

0

(t1 − s)α−1ds−
∫ t2

0

(t2 − s)α−1ds
∣∣∣∣

=
M

Γ(α)

∣∣∣∣ ∫ t1

0

(t1 − s)α−1ds−
[ ∫ t1

0

(t1 − s)α−1ds+

∫ t2

t1

(t2 − s)α−1ds
]∣∣∣∣

=
M

αΓ(α)
|2(t2 − t1)α + tα1 − tα2 |

≤ 2M

Γ(α+ 1)
|(t2 − t1)α| < ε

Choose δ =
α

√
εΓ(α+ 1)

2M
Then for |t2 − t1| < δ, we have |uε(t1)− uε(t2)| < ε.

The proof is completed.

3. Uniqueness of Solutions

Theorem 3.1. Suppose that

(1) f ∈ C(J × R3,R), θ(t) ∈ C(J, J), θ(t) ≤ t, t ∈ J
(2) there exists non-negative constants M, N, L such that the function satisfies
|f(t, u1, u2, u3) − f(t, v1, v2, v3)| ≤ M |u1 − v1| + N |u2 − v2| + L|u3 − v3| ∀ t ∈
J, ui, vi ∈ R, i = 1, 2, 3.

If

λ <
Γ(α+ 1)Γ(α+ 2)− Γ(α+ 2)Tα(M +N)− Γ(α+ 1)LKTT

α+1

T Γ(α+ 1)Γ(α+ 2)

then the problem (1.1) has unique solution.

Proof. Define an operator T given by

(Tu)(t) =
1

Γ(α)

∫ t

0

(t− s)α−1f
(
s, u(s), u(θ(s)),

∫ s

0

K(s, τ)u(τ)dτ

)
ds

+ λ

∫ T

0

u(s)ds+ d.
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Now, we prove that T : C1−α(J,R)→ C1−α(J,R) is a contraction operator. Consider for
any u, v ∈ C1−α(J,R),

||Tu− Tv||

= max
t∈J

∣∣∣∣ 1

Γ(α)

∫ t

0

(t− s)α−1f
(
s, u(s), u(θ(s)),

∫ s

0

K(s, τ)u(τ)dτ

)
ds

+ λ

∫ T

0

u(s)ds+ d

−

{
1

Γ(α)

∫ t

0

(t− s)α−1f
(
s, v(s), v(θ(s)),

∫ s

0

K(s, τ)v(τ)dτ

)
ds+ λ

∫ T

0

v(s)ds+ d

}∣∣∣∣
≤ max

t∈J
λ

∫ T

0

|u(s)− v(s)|ds+

1

Γ(α)

∫ t

0

(t− s)α−1
∣∣∣∣[f (s, u(s), u(θ(s)),

∫ s

0

K(s, τ)u(τ)dτ

)
− f

(
s, v(s), v(θ(s)),

∫ s

0

K(s, τ)v(τ)dτ

)]∣∣∣∣ds
≤ max

t∈J
λ

∫ T

0

|u(s)− v(s)|ds

+
1

Γ(α)

∫ t

0

(t− s)α−1
[
M |u(s)− v(s)|+N |u(θ(s))− v(θ(s))|

+ L

[ ∫ s

0

|K(s, τ)| |u(τ)− v(τ)|dτ
]

≤ ||u− v||C max
t∈J

[
λ

∫ T

0

ds+
1

Γ(α)
[M +N ]

∫ t

0

(t− s)α−1ds

+
LKT

Γ(α)

∫ t

0

(t− s)α−1s ds
]

≤ ||u− v||C
[
λT +

1

Γ(α)
[M +N ]

Tα

α
+
LKT

Γ(α)

Tα+1

(α+ 1)α

]
= ||u− v||C

[
λT + [M +N ]

Tα

Γ(α+ 1)
+
LKTT

α+1

Γ(α+ 2)

]
This proves that T is a contraction map. Then by the Banach fixed point theorem, the
operator T has a unique fixed point which implies that the problem (1.1) has unique
solution. This completes the proof.

Corollary 3.2. Let M,N,L be constants, σ ∈ C1−α(J,R). Then the linear problem
Dα

0+u(t) +Mu(t) +Nu(θ(t)) + L

∫ t

0

K(t, s)u(s)ds = σ(t), 0 < α < 1, t ∈ J,

u(0) = λ

∫ T

0

u(s)ds+ d, d ∈ R

(3.1)

has a unique solution.
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Proof. The proof follows from the Theorem 3.1.

4. Monotone Iterative Method

In this section, we prove the existence and uniqueness of solution for the problem
(1.1) by using monotone iterative method together with the method of upper and lower
solutions.
Following theorem is a comparison result which will be used in proving more results.

Lemma 4.1. Let θ ∈ C(J, J) where θ(t) ≤ t on J . Assume that p ∈ C1−α(J,R) satisfies
the inequalitiesDα

0+p(t) ≤ −Mp(t)−Np(θ(t))− L
∫ t

0

K(t, s)p(s)ds ≡ Fp(t),

p(0) ≤ 0,

(4.1)

where M, N, L are constants. If

−(1 + Tα)[M +N ] < Γ(α+ 1) (4.2)

then p(t) ≤ 0 for all t ∈ J .

Proof. Define a function pε(t) = p(t)− ε(1 + tα), ε > 0. Then

Dα
0+pε(t) = Dα

0+p(t)−Dα
0+ε(1 + tα)

≤ Fp(t)− ε

tαΓ(α− 1)
− εΓ(α+ 1)

= F [pε(t) + ε(1 + tα)]− ε
[

1

tαΓ(α− 1)
+ Γ(α+ 1)

]
= Fpε(t) + ε

[
−M(1 + tα)−N(1 + tα)− L

∫ t

0

K(t, s)(1 + sα)ds

− 1

tαΓ(α− 1)
− Γ(α+ 1)

]
< Fpε(t)

and pε(0) = p(0)− ε < 0.
We prove that pε(t) < 0 on J . On the contrary, assume that pε(t) ≮ 0 on J . Hence, there
exists a t1 ∈ (0, T ] such that pε(t1) = 0 and pε(t) < 0, t ∈ (0, t1). Then by the Lemma
2.4, we must have Dα

0+pε(t1) ≥ 0. Further, as pε(t1) = 0, it follows that

0 < Fpε(t1) = −Npε(θ(t1))− L
∫ t1

0

K(t1, s)pε(s)ds (4.3)

If N = 0, L = 0, we get 0 < 0 which is absurd.
If N = 0, L < 0, then we must have K(t1, s) < 0 which is not possible.
If N < 0, L = 0, then we must have pε(θ(t1)) > 0 which is impossible.
If N < 0, L < 0, then we get the right hand side of equation (4.3) negative, so again a
contradiction. Hence, we must have pε(t) < 0 on J . Then p(t)− ε(1 + tα) < 0 on J . On
taking ε→ 0, we get p(t) ≤ 0 on J .
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Definition 4.2. A pair of functions [u0, w0] in C1−α(J,R) are called lower and upper
solutions of the problem (1.1) if

Dα
0+v0(t) ≤ f

(
t, v0(t), v0(θ(t)),

∫ t

0

K(t, s)v0(s)ds

)
, v0(0) ≤

∫ T

0

v0(s)ds+ d

(4.4)

Dα
0+w0(t) ≥ f

(
t, w0(t), w0(θ(t)),

∫ t

0

K(t, s)w0(s)ds

)
, w0(0) ≥

∫ T

0

w0(s)ds+ d

(4.5)

Theorem 4.3. Suppose that

(1) f ∈ C(J × R3,R), θ(t) ∈ C(J, J), θ(t) ≤ t, t ∈ J ,
(2) functions v0 and w0 in C1−α(J,R) are lower and upper solutions of the problem

(1.1) such that v0(t) ≤ w0(t) on J ,
(3) there exists nonnegative constants M, N, L such that the function f satisfies

the condition

f(t, u1, u2, u3)− f(t, v1, v2, v3) ≥ −M(u1 − v1)−N(u2 − v2)− L(u3 − v3), (4.6)

for

v0(t) ≤ v1 ≤ u1 ≤ w0(t), v0(θ(t)) ≤ v2 ≤ u2 ≤ w0(θ(t)),

∫ t

0

K(t, s)v0(s)ds ≤ v3 ≤ u3 ≤
∫ t

0

K(t, s)w0(s)ds

then there exists monotone sequences {vn(t)} and {wn(t)} in C1−α(J,R) such that {vn(t)} →
v(t) and {wn(t)} → w(t) as n→∞ for all t ∈ J , where u and w are minimal and maximal
solutions of the problem (1.1) respectively and v(t) ≤ u(t) ≤ w(t) on J .

Proof. For any η ∈ C1−α(J,R) such that η ∈ [v0, w0], we consider the following linear
problem :

Dα
0+u(t) = f

(
t, η(t), η(θ(t)),

∫ t

0

K(t, s)η(s)ds

)
+M [η(t)− u(t)] +N [η(θ(t))− u(θ(t))]

+ L

[ ∫ t

0

K(t, s)η(s)ds−
∫ t

0

K(t, s)u(s)ds

]
u(0) =

∫ T

0

u(s)ds+ d

(4.7)
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By the Corollary 3.2, the linear problem (4.7), has a unique solution u(t).
Now we define the iterates as follows and construct the sequences {vn}, {un} by



Dα
0+vn+1(t) = f

(
t, vn(t), vn(θ(t)),

∫ t

0

K(t, s)vn(s)ds

)
−M [vn+1(t)− vn(t)]−N [vn+1(θ(t))− vn(θ(t))]

− L
[ ∫ t

0

K(t, s)vn+1(s)ds−
∫ t

0

K(t, s)vn(s)ds

]
vn+1(0) =

∫ T

0

vn(s)ds+ d

(4.8)



Dα
0+wn+1(t) = f

(
t, wn(t), wn(θ(t)),

∫ t

0

K(t, s)wn(s)ds

)
−M [wn+1(t)− wn(t)]−N [wn+1(θ(t))− wn(θ(t))]

− L
[ ∫ t

0

K(t, s)wn+1(s)ds−
∫ t

0

K(t, s)wn(s)ds

]
wn+1(0) =

∫ T

0

wn(s)ds+ d

(4.9)

The existence of the problems (4.8) and (4.9) respectively follows from the arguments
made above. For n = 0 in the problems (4.8) and (4.9), we get the existence of solutions
v1 and w1 respectively. Now, we prove that v0(t) ≤ v1(t) ≤ w1(t) ≤ w0(t).
Define p(t) = v1(t)− v0(t). Since v0(t) is the lower solution of the problem (4.8), we have

Dα
0+p(t) = Dα

0+v1(t)−Dα
0+v0(t)

≥ f
(
t, v0(t), v0(θ(t)),

∫ t

0

K(t, s)v0(s)ds

)
−M [v1(t)− v0(t)]−N [v1(θ(t))− v0(θ(t))]

− L
[ ∫ t

0

K(t, s)v1(s)ds−
∫ t

0

K(t, s)v0(s)ds

]
− f

(
t, v0(t), v0(θ(t)),

∫ t

0

K(t, s)v0(s)ds

)
= −Mp(t)−Np(θ(t))− L

∫ t

0

K(t, s)p(s)ds

and p(0) = v1(0)−v0(0) ≥
∫ T
0
v0(s)ds+d−

∫ T
0
v0(s)ds−d = 0. From Lemma 4.1, we have

p(t) ≥ 0 which implies that v1(t) ≥ v0(t) on J . Similarly, one can prove that v1(t) ≤ w1(t)
and w1(t) ≤ w0(t) on J . Therefore, we obtain v0(t) ≤ v1(t) ≤ w1(t) ≤ w0(t).
Assume that the result is true for k > 1 i.e., vk−1(t) ≤ vk(t) ≤ wk(t) ≤ wk−1(t) on J .
Claim : vk(t) ≤ vk+1(t) ≤ wk+1(t) ≤ wk(t) on J .
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Define p(t) = vk+1 − vk(t). Then

Dα
0+p(t) = Dα

0+vk+1(t)−Dα
0+vk(t)

≥ f
(
t, vk(t), vK(θ(t)),

∫ t

0

K(t, s)vk(s)ds

)
−M [vk+1(t)− vk(t)]−N [vk+1(θ(t))− vk(θ(t))]

− L
[ ∫ t

0

K(t, s)vk+1(s)ds−
∫ t

0

K(t, s)vk(s)ds

]
− f

(
t, vk−1(t), vk−1(θ(t)),

∫ t

0

K(t, s)vk−1(s)ds

)
+M [vk(t)− vk−1(t)] +N [vk(θ(t))− vk−1(θ(t))]

+ L

[ ∫ t

0

K(t, s)vk(s)ds−
∫ t

0

K(t, s)vk−1(s)ds

]
≥ −Mp(t)−Np(θ(t))− L

∫ t

0

K(t, s)p(s)ds

p(0) = vk+1(0)− vk(0) =

∫ T

0

vk(s)ds+ d−
∫ T

0

vk−1(s)ds− d

≥
∫ T

0

[vk(s)− vk(s)]ds = 0.

By the Lemma 4.1, we obtain p(t) ≥ 0, implying that vk+1(t) ≥ vk(t) for all k on J .
Similarly, we can prove that vk+1(t) ≤ wk+1(t) and wk+1(t) ≤ wk(t) for all t on J .
Hence, by the principle of mathematical induction, we have

v0 ≤ v1 ≤ v2 ≤ · · · ≤ vk ≤ wk ≤ · · · ≤ w2 ≤ w1 ≤ w0

on J .

Therefore, the sequences {vn} and {wn} are monotonic and uniformly bounded. Fur-
ther, also observe that {Dα

0+vn} and {Dα
0+wn} are also uniformly bounded on J in view

of relations (4.8) and (4.9). By applying the Lemma 2.4. we can conclude that the se-
quences {vn} and {wn} are equicontinuous. Therefore, by the Arzela-Ascoli theorem the
sequences {vn} and {wn} must converge uniformly to v and w on J respectively.

Now, we prove that v and w are the minimal and maximal solutions of the problem
(1.1). Let u be any solution of (1.1) different from v and w. So there exists a positive
integer k such that vk(t) ≤ u(t) ≤ wk(t) on J . Define p(t) = u(t) − vk+1(t). Then we
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have,

Dα
0+p(t) = Dα

0+u(t)−Dα
0+vk+1(t)

≥ f
(
t, u(t), u(θ(t)),

∫ t

0

K(t, s)u(s)ds

)
− f

(
t, v0(t), v0(θ(t)),

∫ t

0

K(t, s)v0(s)ds

)
+M [vk+1(t)− vk(t)] +N [vk+1(θ(t))− vk(θ(t))]

+ L

[ ∫ t

0

K(t, s)vk+1(s)ds−
∫ t

0

K(t, s)vk(s)ds

]
≥ −M [u(t)− vk+1(t)]−N [u(θ(t))− vk+1(θ(t))]

− L
[ ∫ t

0

K(t, s)u(s)ds−
∫ t

0

K(t, s)vk+1(s)ds

]
≥ −Mp(t)−Np(θ(t))− L

[ ∫ t

0

K(t, s)p(s)ds

]
and

p(0) = u(0)− vk+1(0) =

∫ T

0

[u(s)− vk(s)]ds ≥ 0

By the Lemma 4.1, we obtain p(t) ≥ 0, implying that u(t) ≥ vk+1(t) for all k on J .
Similarly, we can prove that u(t) ≤ wk+1(t) for all k on J . Since, v0(t) ≤ u(t) ≤ u0(t)
on J . By induction, it follows that vk(t) ≤ u(t) and u(t) ≤ wk(t) for all k. Therefore,
vk(t) ≤ u(t) ≤ wk(t) on J . On taking limit as k → ∞, we obtain v(t) ≤ u(t) ≤ w(t) on
J . Hence, the functions v(t), w(t) are the minimal and maximal solutions of the problem
(1.1). This completes the proof.

Theorem 4.4. Assume that

(1) All the conditions of the Theorem 4.3 hold,
(2) there exists nonnegative constants M, N, L such that the function f satisfies

the condition

f(t, u1, u2, u3)− f(t, v1, v2, v3) ≤M(u1 − v1) +N(u2 − v2) + L(u3 − v3), (4.10)

for

v0(t) ≤ v1 ≤ u1 ≤ w0(t), v0(θ(t)) ≤ v2 ≤ u2 ≤ w0(θ(t)),

∫ t

0

K(t, s)v0(s)ds ≤ v3 ≤ u3 ≤
∫ t

0

K(t, s)w0(s)ds

Then the problem (1.1) has a unique solution.
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Proof. We know that v(t) ≤ w(t) on J . It is sufficient to prove that v(t) ≥ w(t) on J .
Consider p(t) = w(t)− v(t). Then consider

Dα
0+p(t)

= Dα
0+w(t)−Dα

0+u(t)

= f

(
t, w(t), w(θ(t)),

∫ t

0

K(t, s)w(s)ds

)
− f

(
t, u(t), u(θ(t)),

∫ t

0

K(t, s)u(s)ds

)
≤ −M [v(t)− w(t)]−N [v(θ(t))− w(θ(t))]

− L
[ ∫ t

0

K(t, s)v(s)ds−
∫ t

0

K(t, s)w(s)ds

]
= −M ′p(t)−N ′p(θ(t))− L′

[ ∫ t

0

K(t, s)p(s)ds

]
where M ′ = −M,N ′ = −N,L′ = −L. Also, consider

p(0) =

∫ T

0

w(s)ds+ d−
∫ T

0

v(s)ds− d =

∫ T

0

[w(s)− v(s)]ds =

∫ T

0

p(s)ds ≤ 0.

Hence, by the Lemma 4.1, we must have p(t) ≤ 0. on J . i.e. w(t) − v(t) ≤ 0, on J ,
i.e.w(t) ≤ v(t) on J . Hence, we get v(t) = w(t) on J . Hence, the problem (1.1) has a
unique solution.

Acknowledgements

The authors are grateful to the referee for his/her valuable suggestions to improve the
paper.

References

[1] A.A. Kilbas, H.M. Srivastava, J.J. Trujillo, Theory and Applications of Fractional
Differential Equations, North-Holland Mathematics Studies, Elsevier Science B.V.,
Amsterdam 204, 2006.

[2] I. Podlubny, Fractional Differential Equations, Mathematics in Science and Engi-
neering, Academic Press, New York, 1999.

[3] R.P. Agarwal, B. de Andrade, C. Cuevas, On type of periodicity and ergodicity to a
class of fractional order differential equations, Adv. Difference Equ. (2010) Art. ID
179750, 25 pp.

[4] R.P. Agarwal, B. de Andrade, G. Siracusa, On fractional integrodifferential equations
with state-dependent delay, Comput. Math. Appl. 62 (2011) 1143–1149.

[5] R.P. Agarwal, M. Benchohra, S. Hamani, A survey on existence results on boundary
value problems of nonlinear fractional differential equations and inclusions, Acta
Appl. Math. 109 (2010) 973–1033.

[6] R.P. Agarwal, D. O’Regan, P.J.Y. Wong, Positive sulutions of differential, difference
and integral equations, Kluwer Academic Publishers, Dordrecht, 1999.

[7] M.A. Al-Bassam, Some existence theorems on differential equations of generalized
order, J. Reine Angew. Math. 218 (1965) 70–78.



1732 Thai J. Math. Vol. 20 (2022) /V.V. Kharat and A.R. Reshimkar

[8] Z. Bai, H. Lu, Positive solutions for boundary value problem of nonlinear fractional
differential equation, J. Math. Anal. Appl. 311 (2005) 495–505.

[9] T.A. Burton, Differential inequalities for integral and delay differential equations,
Comparison Methods and Stability Theory, Lecture Notes in Pure and Appl. Math.
162, Dekker, New York, 1994.

[10] J.V. Devi, F.A. McRae, Z. Drici, Variational Lyapunov method for fractional differ-
ential equations, Comp. Math. Appl. 64 (2012) 2982–2989.

[11] D.B. Dhaigude, B.H. Rizqan, Existence and Uniqueness of Solutions of Fractional
Differential Equations with Deviating Arguments under Integral Boundary Condi-
tions, KYUNGPOOK Math. J. 59 (2019) 191–202.

[12] T.B. Jagtap, V.V. Kharat, On Existence of Solution to Nonlinear fractional Inte-
grodifferential System, Journal of Trajectory 22 (1) (2014) 40–46.

[13] T. Jankowski, Fractional differential equations with deviating arguments, Dyn. Syst.
Appl. 17 (3) (2008) 677–684.

[14] T. Jankowski, Existence results to delay fractional differential equations with non-
linear boundary conditions, Appl. Math. Comput. 219 (2013) 9155–9164.

[15] V. Lakshmikantham, Theory of fractional functional differential equations, Nonlinear
Anal. 69 (2008) 3337–3343.

[16] V. Lakshmikantham, A.S. Vatsala, General uniqueness and monotone iterative tech-
nique for fractional differential equations, Appl. Math. Lett. 21 (2008) 828–834.

[17] N. Li, C.Y. Wang, New existence results of positive solution for a class of nonlinear
fractional differential equations, Acta Math. Sci. Ser. B. 33 (2013) 847–854.

[18] L. Lin, X. Liu, H. Fang, Mehtod of upper and lower solutions for fractional differential
equations, Electron. J. Diff. Eq. 100 (2012) 12 pp.

[19] X. Liu, M. Jia, B. Wu, Existence and uniqueness of solution for fractional differential
equations with integral boundary conditions, Electron J. Qual. Theory Differ. Equ.
69 (2009) 10 pp.

[20] F.A. McRae, Monotone iterative technique and existence results for fractional differ-
ential equations, Nonlinear Anal. 71 (2009) 6093–6096.

[21] J.A. Nanware, D.B. Dhaigude, Existence and uniqueness of solutions of Riemann-
Liouville fractional differential equations with integral boundary condition, Int. J.
Non-linear Sci. 14 (2012) 410–415.

[22] B.H. Rizqan, D.B. Dhaigude, Positive solutions of nonlinear fractional differential
equations with adavanced arguments under integral boundary value conditions, In-
dian J. Math. 60 (3) (2018) 491–507.

[23] A. Shi, S. Zhang, Upper and lower solutions method and a fractional differential
equations boundary value problem, Electron. J. Qual. Theory Differ. Equ. 30 (2009)
13 pp.

[24] S. Tate, V.V. Kharat, H.T. Dinde, On Nonlinear Fractional Integro-differential
Equations with Positive Constant Coefficient, Mediterr. J. Math. (2019) 16:41.
https://doi.org/10.1007/s00009-019-1325-y.

[25] X. Wang, L. Wang, Z. Qinghong, Fractional differential equations with integral
boundary condtions, J. Nonlinear Sci. Appl. 8 (2015) 309–314.



On Existence and Uniqueness of Solutions of Fractional Equations ... 1733

[26] T. Wang, F. Xie, Existence and uniqueness of fractional differential equations with
integral boundary conditions, J. Nonlinear Sci Appl. 1 (2008) 206–212.

[27] S. Zhang, Monotone iterative mehtod for initial value problem involving Riemann-
Liouville fractional derivatives, Nonlinear Anal. 71 (2009) 2087–2093.

[28] S.Q. Zhang, X.W. Su, The existence of a solution for a fractional differential equation
with nonlinear boundary conditions considered using upper and lower solutins inverse
order, Comput. Math. Appl. 62 (2011) 1269–1274.

[29] V.V. Kharat, On existence and uniqueness of fractional integrodifferential equations
with an integral fractional boundary condition, Malaya J. Mat. 6 (3) (2018) 485–491.

[30] V.V. Kharat, D.B. Dhaigude, D.R. Hasabe, On nonlinear mixed fractional integrod-
ifferential Inclusion with four-point nonlocal Riemann-Liouville integral boundary
conditions, Ind. J. Pure Appl. Math. 50 (4) (2019) 937–951.

[31] S.D. Kendre, T.B. Jagtap, V.V. Kharat, On nonlinear Fractional integrodifferential
equations with nonlocal condition in Banach spaces, Nonlinear Anal. Differ. Eqn. 1
(3) (2013) 129–141.

[32] S.D. Kendre, V.V. Kharat, On nonlinear mixed fractional integrodifferential equa-
tions with nonlocal condition in Banach spaces, J. Appl. Anal. 20 (2) (2014) 167–175.

[33] S.D. Kendre, V.V. Kharat, T.B. Jagtap, On abstract nonlinear fractional integrodif-
ferential equations with integral boundary condition, Comm. Appl. Nonlinear Anal.
22 (3) (2015) 93–108.

[34] S.D. Kendre, V.V. Kharat, T.B. Jagtap, On Fractional Integrodifferential Equations
with Fractional Non-separated Boundary conditions, Int. J. Appl. Math. Sci., 13 (3)
(2013) 169–181.

[35] G.S. Ladde, V. Lakshmikantham, A.S. Vatsala, Monotone Iterative Techniques for
Nonlinear Differential Equations, Pitman Pub. Co., Boston, 1985.


	Introduction
	Preliminaries
	Uniqueness of Solutions
	Monotone Iterative Method

