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1. INTRODUCTION

In the last several years, fractional differential equations attracted more and more
researchers and have proven to be very useful tools for modeling phenomena in physics,
finance, and many other areas.

There are several ways to define the differential and integral operators of arbitrary
order. For instance, we can name the Caputo, the Grunwald-Letnikov and the Riemann-
Liouville definitions. The last one has nice mathematical properties [1, 2], however it is
not always the most convenient one to describe directly real physical problems and fre-
quently leads to difficulties when attempting to handle initial conditions in a meaningful
way. The reason is that D%c # 0, for a constant c. Nevertheless, the Riemann-Liouville
formulation arises in a natural way for problems such as transport problems from the con-
tinuum random walk scheme or generalized Chapman-Kolmogorov models [3, 4]. Tt was
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also applied for modeling of the behavior of viscoelastic and viscoplastic materials under
external influences [5] and the continuum and statistical mechanics for visco-elasticity
problems [6].

On the other hand, one of the most important theorems in ordinary differential equa-
tions is Picard’s existence and uniqueness theorem for first-order differential equations.
One reason is that it can be generalized to establish existence and uniqueness results
for higher-order ordinary differential equations. For a monograph on different types of
uniqueness theorems for differential equations, we refer to [7]. But what about fractional
order differential equations (FDE)?

Recently, the Krasnoselskii-Krein, Nagumo type uniqueness results and successive ap-
proximations have been extended to differential equations of fractional order. In [, 9],
the author considered the problem D%z = f(t,x), x(t9) = x for 0 < ¢ < 1. Later, in [10],
uniqueness results were obtained for D%z = f(¢,z(t), D7 1z(t)), (0) = 0, D 12(0) = 0,
with 1 < ¢ < 2. And several other paper were interested by Nagumo like uniqueness con-
ditions, see for instance, [11, 12]. Motivated by the increasing interest in these theorems,
in this paper we generalize the previous uniqueness results of Krasnoselkii-Krein, Kooi
and Rogers to initial value problems (IVP) of arbitrary ¢ > 1. We study the following
IVP:

Dix(t) = f(t,z(t), DI 1x(t))
{ 2(0) = 0, DU-Dg(0) =0, i =1,...,[q. (1.1)

The organization of this paper is as follows. Section 2 will contain some basic defini-
tions and concerning of fractional order differential equations after exposing some known
uniqueness results for ordinary and fractional differential equations and the results that
we wish to generalize. In Section 3, we prove the equivalence between the problem (1.1)
and the associated Volterra integral equation. Section 4 is devoted to the main result ; a
Krasnoselskii-Krein uniqueness theorem along with the convergence of successive approx-
imations of (1.1). In Section 5, we give an example illustrating numerically our result.

2. PRELIMINARIES
Consider the following IVP:

2'(t) = f(t,z(t)), z(ty) = zo. (2.1)

It is well-known that if the function f(t,z) is continuous and if it satisfies a Lipschitz
condition in z, then the problem (2.1) has a unique solution that is the limit of Picard’s
iterates. Over the past several decades, uniqueness conditions less restrictive than the
Lipschitz continuity were obtained. A different type of uniqueness result involving two
conditions instead of one Lipschitz type condition was first given by Krasnoselskii and
Krein [7], which we state below:

Let S = {(t,z): |t —to| < a,|v — x| <b, a,b e RT}.

Theorem 2.1. Let f(t,x) be a continuous function on S, which satisfies for all (¢, x), (t,T)
€S:

(i) 1f(t, ) = f(£,T)| < Klt — to| o — 7], ¢ # to,
(i) |f(t,xz) — f(t,T)] < clx — T|*, where ¢ and k are positive constants, the real
number o is such that 0 < a < 1, and k(1 — o) < 1.

Then the IVP (2.1) has at most one solution in |t — ty| < a.
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Another version for the Riemann-Liouville type fractional differential equation was
obtained in [10].

Let Ry = {(¢t,x,y) : 0 <t < 1,]z| < b,|y| < d, b,d € RT} and C(Rp,R) the Banach
space of all continuous functions endowed with the norm || f[| = sup,¢jo 17 1 f(?)]-
Theorem 2.2. Let f € C(Ry,R) satisfy the following Krein-type conditions:

(i) 11t ay) ~ F07 D) < D@ D e 3 gy g1 £ 0 and 0 <

a<l,
(ii) |f(t0,y) — F(17.7)| < e [Jo — 7| + 2Dy —g|e],
where ¢ and k are positive constants and k(1—a) < 1+a(q—1), for every (t,z,y), (t,T,7) €
Ry.
Then, the following successive approzimations

1 t
o (f) = —/ (t — )9 f (s, 2n(s), DT Varn(5))ds,
I'(q) Jo
xo(t) =0,n=0,1,...
given by the Picard’s iterates converge uniformly to the unique solution x of (1.1) with

1/q
1< q<2onl0,n], where n = min{l7 (&Mﬂ)) ,]@}, M is the bound for f on Ry.

For other uniqueness theorems, namely Kooi’s and Rogers’s ones, we refer to [7, 10].
Now, Let us recall some basic definitions about fractional derivatives. Here and in the
rest of the article, we denote by I' the Gamma function and [«] the integer part of a.

Definition 2.3. The fractional integral of the function & : (0,00) — R of order o € R™
is defined by
1 t
I%h(t) = I%h(t) = —/ (t — 8)* 1h(s)ds,
I'(a) Jo
provided the right side is pointwise defined on (0, 0o).

Definition 2.4. For a function h € C((0,00),R), the Riemann-Liouville fractional deriv-
ative of h is defined by

Dh(t) = ﬁ (i)n/ot(t _ sy"mo1p(s)ds,

where n € N* and n = [a] 4+ 1, provided that the right side is pointwise defined on (0, 00).

It’s well known that if ¢ € (0,1) then I? maps L(0,1) to L(0,1) see [13] and for ¢ > 0
the operator I? maps L(0,1) to L(0,1).

We denote by AC(0,1) the space of absolutely continuous functions defined on [0, 1].
In fact, z € AC(0,1) if and only if there exist ¢ € L(0,1) and ¢ € R such that

x(t) = c+/0 o(s)ds for t € (0,1).

Also, we define AC™~1(0,1) by
AC™H0,1) = {z e "2, 2"V € A4C(0,1)}

A function z is called a solution of the IVP (1.1) on an [0, 1], if z € C([0, 1], R), D%x exists
and is continuous on [0, 1] and z satisfies (1.1).
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3. EQUIVALENCE WITH THE ASSOCIATED VOLTERRA INTEGRAL
EqQuATION

In order to prove the results, we first study the relation between the IVP and the
associated Volterra integral equation given by

1 t — )17 (s, 2(s), DI a(s))ds
o) = a5 | (6= 9" o). D7 (o). (31)

The following theorem gives the result of composing Riemann-Liouville fractional right
side derivative and integral of the same order.

Theorem 3.1 ([1]). For any given n —1 < ¢ < n and for some x € AC™[0,1] we have

1D (t) = DT 9x(t) — zn:[D<H>x(0)]

j=1

t(a—7)

Tq—j+ 1) 3.2)

For a detailed discussion and other properties and theorems about fractional derivatives
and fractional differential equations, we refer to [1, 13—15].

Remark 3.2. If x € C"71[0,1], n — 1 < ¢ < n, then Theorem 3.1 is still true due to the
integrability of D?z(t) and consequently all the D(@=7 g are bounded at 0.

Lemma 3.3. Let F € C([0,1],R) such that F(t) = f(t,x(t), DI x(t)) and = veri-
fies (3.1), then the function I9F has the following properties

(i) IF € C"~1([0, 1], R),

(i) DI7I9F(0) =0, Vie{1,2,...,n—1},
Proof. Since F and t9~'F € C([0,1],R) and from the property of integration’s operator
see [1]

I9F(t) =TT . 1L 1P R(),

—_—
n—1

we get the part one and the second part two is an immediate consequence. Indeed
DI [IF(t) = I'F(t) = D7 x(t) so lim;_,o DI *I9F(t) = 0. [

Remark 3.4. The previous Lemma shows that the condition f € C(Ry,R) is sufficient
to make I?f satisfying the initial conditions of (1.1) for arbitrary order q.

By Theorem 3.1 and Lemma 3.3 the IVP (1.1) is equivalent to the following Volterra
fractional integral equation

_b t —5)17 (s, 2(s), DT Ya(s))ds
o) = a5 | (6= 97 F(sv(s). D7 (o).

4. MAIN RESULT

Now, we state the Krasnoselskii-Krein type conditions for the IVP (1.1) of the Riemann-
Liouville type fractional differential equation which involves derivative term in the func-
tion f and the order ¢ > 1.
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Theorem 4.1. Let f € C(Ro,R) satisfy the following Krein-type conditions:

(4) 11t 2.) ~ £(t.7.7)] < min{r(g), 1))
t#0and 0 < a<1,
(B) |f(t,z,y) = f(t.7,9)] < ¢ [lz — 7| + ¢ lD]y — o],
where ¢ and k are positive constants and k(1—a) < 1+a(q—|[q]), for (t,z,y), (t,Z,7) € Ry.
Then the successive approximations given by

1 /t _ _
Tiv1(t) = — t—s)T (s, 2:(s), DT ai(s))ds
+1(1) I /. (t— )T f(s,25(s) 5(5))
{E(](t) :O,TL:O,l,... (41)
converge uniformly to the unique solution x of (1.1) on [0,7),

1/q
where 1 = min {1, (%Mﬂ)) ’151}7 M is the bound for f on Ry.

|z =2 + [y —9ll,

Proof. First, we establish the uniqueness, we suppose z and y are any two solutions
of (1.1) on [0,n] and let ¢(t) = |z(t) — y(t)| and 6(t) = | DI a(t) — D" 1y(t)|. Note
that ¢(0) = 6(0) = 0. We define R(t) = [ [¢*(s) + s*(@~ g2 (s)] ds, clearly R(0) = 0.
Further, we have for ¢ € [0, 7]

a(t) = If(t,x(t), D" (1)),
t
D™t (t) = DI f(t x(t), DT a(t))] =/ f(s,2(s), DT a(s))ds.
0
From the above inequalities and using the condition (B), we get

¢ms4ilﬁwwv*w&ﬂwD%h@»—ﬂ&ﬁﬁD%w@mw

I'(q)
¢ ' — )7 |4 sa=la)ge(g)| ds _C g1
< [ =0 e+ 0 (5)] ds < Gt ().

And
6(t) S/O £ (s,2(s), DT a(s)) — f(s,y(s), DT y(s))|ds < cR(t).

Seeking simplicity, we use the same symbol C' to denote all different constants arising in
the rest of the proof.
We have

R(6) =¢°(¢) + 129 1)
<C [ta(q—l) + t“(‘l-[‘l])} Ro‘(t). (4_2)
Since R(t) > 0 for ¢t > 0, multiplying both sides of (4.2) by (1 — a)R™“(t), and then
integrating the resulting inequality, we get for t > 0

1—ofd]

R(t) < € (e o+)) 4 flazat 5220

where we used the fact that for every a,b € (0,1) 27 (a+b)1 7 < 27 (1= (gl= 4 pl=2),
This leads to the following estimates on ¢(t) and 6(t), for t € [0, n],

¢(t) < C (t(ﬁ) +t(lga+%)) ,
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6(t) < C (t(ﬁﬁl) +t(ﬁ4+1%§”)) _
Define the function (¢) = t~*max{¢(t),0(t)} for t € (0,1]. Then either t=*¢(t) or
t=%g(t) is the maximum. It follows that either

q a(l=[q])

0<p(t)<C (t(ﬁ—k) I —k))

or

@q

0<y@i)<C (t(ﬁq-irl—k) +t(17a+1%([f]—k)) .

Since by assumption k(1 — a) < 1 4+ a(q — [q]), we verify easily that the inequalities in
(4.3) hold
k(1 —a) <q,
(k—1)(1 - «) < agq,
E(l—a) <q+a-—alq),
E(1—-a) <ag+1-—afqg. (4.3)
So all of the exponents of ¢ in the above inequalities are positive. Hence, lim;_,o+ ¢ (t) = 0.
Therefore, if we define 1(0) = 0, the function #(t) is continuous in [0,7n]. We want to
prove that ¢ = 0. Since he function 1 is continuous, if ¢ doesn’t vanish at some points
t that is 9(t) > 0 on ]0,7], then there exists a maximum m > 0 reached when ¢t is equal
to some t1: 0 < t; < n < 1 such that ¥(s) < m = 9(t1), for s €]0,¢1). Therefor from
condition (A) we get for either cases
m = (t1) = t7*(t1) < min(T(g), Dmtd o@D <0y
or
m = 1(t1) = t,*0(t1) < min(T(g), Nmt3 1D < m,

which is a contradiction. Thus, the uniqueness of the solution is established.

For the second part, we use Arzela-Ascoli Theorem. First, we show that the successive
approximations z;41(t),j7 = 0,1,... given by (4.1) are well-defined and continuous on
[0,7]. In fact,

1 t a-1 ; =1y (s s
|mj+1<t>|s@/0 (t = )71 |£(5,25(5), DT 5(s))| d

t
DI ()] < / £ (5. 25(s), DTy (5))] ds.
For j =0 and ¢ € [0, 7], we have

Mtd
o1 ()] < 1“(Ttr1) <b and D \ay ()| < Mt < d.

Moreover, for every i € {0,...,n — 1} we have
| (O] =D 1 (¢, o (t), DT o (1))
=197 f(t,x0(t), DT (1))

1 ! g—i-1 q-1
e = o (). D (s
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M /t L
< - t—s) s
I‘(q —1i) Jo ( )
Mti—?

)
o M
“T(g—i+1) ’

By induction, the sequences {z;1(t)} and {D9 'z, (t)} are well-defined and uniformly
bounded on [0,7]. We verify that the family {D971j,,11(¢)} is equicontinuous in C[0, 1]
and that the family {z;41(¢)} is equicontinuous in C"~1[0,1]. We may prove that y and

z are continuous functions in [0, 7], where y and z are defined by

y(t) =limsup |z;(t) — z;-1(t)],

Jj—o0

z(t) =limsup |D? a;(t) — DIty (1)].

Jj—oo
Let us note

m(t) = sup limsup |x§z)(t) - m§Zf)1(t)|

i<n—1 j—o00

For t1,t2 € [0,7n] we have

4M
1 (t) — 2 (t)] < |oj(te) — a1 (t ——(ty — t1)?
|21 (1) — 25(t1)] < |2j(t2) — x; 1(2)|+F(q+1)(2 )7,
and we get for every ¢ € {0,...,n — 1}
, , ; , AM »
250 (0) = 2 (0] < o3 (k) = 2 (t0)| + gy (e — 1)

In fact, for 0 < t; < t9 and for every i € {0,...,n — 1}, consider the difference
21 (0) = 2 (00)] = [, (t2) — 2§ (t2)]

j+1 j+1
<2, (h) — 21 (1) — &), () + 217 (12)]

gﬁ { /Otl (t1 — 5)T 1= D(s)ds
-/ " (1 — 811D (s)ds ]
<ol | s s
oM I »
S P e [t? P oty — )0
4M

< (ty — 1)77,
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where D(s) = |f(s,z;(s), DT z;(s)) — f(s,zj_1(s), D" x;_1(s))| < 2M. Let us note

0o = Imax {W(tg — tl)qi} .
i<n—1 | T(g—i+1)
The right-hand side in the above inequalities is at most m(t3) + € + o(t) for large n if
€ > 0 provided that
|t2 _ t1| < 77 < ﬂ
I'g+1) —

Since € is arbitrary and t1,%2 can be interchangeable, we get [m(t1) — m(t2)| < o. The
same goes for z(t): that is, |z(t1) — 2(t2)] < 2M|ts — ¢1]. These imply that y(¢) and
z(t) are continuous on [0,n]. Also, using condition (B) and the definition of successive
approximations we obtain

mﬂﬂwfzw»sgéaf@f*mwﬁfxfaﬁw

psota=la) | pa-iy (s) — DQ*lxj_l(s)la] ds

and
x(.i) —ac(.i) t — )| (s —x:i_1(8)]%
129, (1) J<ms0Aa Y (L) — 51 (5)]

+52@=la) | pa-ly (s) — DQ*lmjfl(S)la} ds.

As a consequence, we obtain the following estimation for a certain ¢ = ig

1
nwﬂ—xmsc[kl—@%WJMMQ—xfﬂ@W
+ 527l DIty (s) — DI e (s)]™ | ds.

All of the Arzela-Ascoli Theorem conditions are fulfilled for the family {z;} in C"~1[0, 1],
respectively {D9 'z;} in C[0,1]. Hence, there exists a subsequence {z;, }, respectively
{D% 'z, } converging uniformly on [0,7] as jr — co. Let us define for every ¢ € [0, 1)

m* (t) = hin sup |xjk (t) — g (t)|7
—00

2*(t) =limsup | D a;, (t) — D oy, (1)].
k—o0
Further, if {|z;—2;_1]} = 0 and {|D?'2;— D9 'z;_1|} — 0asj — oo, then (4.1) implies
that the limit of any such subsequence is the unique solution z of (1.1). It follows that
a selection of subsequences is unnecessary and that the entire sequence {z;} converges
uniformly to . For that, it suffices that y = 0 and z = 0 which lead to m*(¢) and 2*(¢)
being null. Setting

/ [y +Sa(q la) 2(5)® }ds,

and by defining ¢*(t) = t~* max{y(t), z(t)}, we show that lim,_,+ ¥*(¢) = 0. We shall
now show that ¢*(t) = 0. If ¥*(¢) > 0 at any point in [0,7], then there exists t; such
that 0 < m = ¢*(t1) = maxo<s<, ¥*(t). Hence, from condition (A), we obtain

m = (1) = t; *y(t1) < min(T(q), Hmtd 1D <5
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or
M = 1(t1) = t7%2(t1) < min(T(q), Dm0 < m.

In both cases, we end up with a contradiction. So ¥* = 0. Therefore, the Picard iterates
converge uniformly to the unique solution z of (1.1) on [0, 7). L]

Remark 4.2. Some may ask about the involving of ¢ — [g] and what if it’s changed with
0 < p < 1. The answer is that it’s possible. All of ¢ — [g] in the above Theorem and proof
can be changed by p but k(1—a) < 1+a(g—[q]) will be k(1—a) < 1+amin(q¢—([g¢],p). The
choice of ¢ — [q] was made so to simplify and make our Theorem similar and generalizing
the previous results, for more details we give the following Corollary.

Corollary 4.3. Let f € C(Ro,R) satisfy the following Krein-type conditions:

(A) |£(t,2,9) — £(6.7,9)] < min{D(q), 1522 (lo — 7|+ [y — 7l ¢ # 0 and 0 <
a<l1.
(B) |f(t,z,y) — f(t,7,9)] < clle —Z|* + 7P|y —|],
where ¢ and k are positive constants, 0 < p < 1 and k(1 —a) < 1+ amin(q — [¢],p),
for (t,x,y), (t,T,7) € Ro. Then the successive approximations given by (4.1) converge
uniformly to the unique solution x of (1.1) on [0,7)],

1/q
where n = min {1, (&Mﬂ)) ,A‘fl}, M is the bound for f on Ry.

Remark 4.4. For the case 1 < ¢ < 2, Theorem 4.1 is reduced to the uniqueness result
provided in [10].

Theorem 4.5 (Kooi Type Uniqueness Theorem). Let f satisfy the following conditions:
(i) |f(t,2,y) = f(6,7.9)] < min{T(q), 1} 520y [lo — 7 + |y — 7], ¢ # 0 and
O<a<l,

(“’) tﬂ‘f(tax7y) - f(tva @)| S c [|LL‘ - fla + ta(q_[q])‘y - y'u],

where ¢ and k are positive constants, the order ¢ > 1 and k(1 —a) < 1+ a(q — [q]) — B,

for (t,x,y), (t,T,5) € Ry. Then the successive approzimations given by (4.1) converge to

the unique solution x on [0, 7).

Proof. 1t’s similar to that of Theorem 4.1, thus we omit it. [

Lemma 4.6. Let ¢ and 0 be nonnegative continuous functions in [0, a] for a real number
[q]
a>0. Let (t) = twds

0 2sa—lal+2
(i) ¢(t) < 971y (t),

<
@Uﬂﬂgw)

Assume the following:

[
Proof. Let 9(t (; %ds After differentiating ¢ and using (ii), we obtain

for t >0, ¢/ (t) < A4(t), so that e'/*4)(t) is decreasing. Now, from (iii) and (iv), if € > 0
then for a small ¢, we have

¢
1 —1/s
ety (t) §61/t/0 2—82266 Vsds = .
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Hence, lim; o e'/*4(t) = 0 which implies that 1 (¢) < 0. Finally, ¢ is nonnegative due to
(i), and thus ¢ = 0. n

Theorem 4.7 (Rogers’ uniqueness theorem). Let the function f be such that the following
conditions hold:

(i) f(t,z,y) <min{l(q),1}o (%), uniformly for positive and bounded x and y

(i) |f(t,2,y) = £(t,7,9)| < min{T(q), 1} gzt [lo — 7] + ¢ D]y —7]].
Then the problem has at most one solution.

The proof of this theorem is essentially based on the Lemma 4.6.

Proof. Suppose z,y are two solutions of (1.1), we get for ¢ € [0,a] C [0,1]
o) = 0] s [ (= 90" 110 0(0). DT a() = Fso(5). D )
bt—s)at —lal ma— _
< [ S 69 — )+ 51D a(s) = DIy (o)
_ ¢ 1 -1 -1 -1
<t [ et =)+ 5 DT a() = DY) s

t
. 1 1) pa- -
=t m/o —rallels) — ()] + 57D a(s) — DI y(s)Jds

|D a(s) — DT My(s)

< / (s, 2(s), DI a(s)) — f(s,y(s), DT y(s))|
0
t min{T'(q), 1}

< : Wﬂx(s)_y(sﬂ

+ 5774 DI (s) — DIy (s)]ds

t
1
< [ germliet) —v(o)
+ 17| DI g () — DT Yy(s)|]ds.
Also, if € > 0, then from the condition (C) for small ¢, we have
a1t

o10) =00 < s [ 170512060, D771 5(9) = T (59060, D a(5)

e—l/s

<tq_12e/ 3 ds < t1 e 1/t9¢
O S

<etd~ldle=1/tg

and

[ DT a(t) — DI My()] S/ If(s,:v(S),Dq’le(S)) = f(s,y(s), Dy (s))]

ds < 2¢e” 1/t

<2emin{1,T'(gq }/

According to Lemma 4.6, we obtain |z — y| = 0, which ends the proof. [
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5. NUMERICAL EXAMPLE

In this section, we apply our result obtained in Theorem 4.1 to a general version of the
nonlinear fractional differential equation proposed in [10] for arbitrary ¢ > 1.

Example 5.1. Let us consider the following equation

Dix(t) = f(t,x(t)),
where
Apae/(0-a)
0<t<1l,—oc0o< <0,
ft,z) =< Atae/(=e) _ Agt—a,
0<t<1,0<x<te/0-a)
0, 0<t<1,t90-% < ¢ < 400,
z(0) =0,
DI7i2(0) =0i =1,...,]q].
where 0 < o < 1, A = min(1,T'(¢q))(g(k — 1) + 1), k(1 —a) < 1+ a(q¢ — [¢g]) and
c=20"%(q(k —1) +1).
The function f(-,-) is continuous. Suppose 0 < x, 7 < t4/(1=%) then

_ T T
F(tw) = £(1.7) < |-A% + AL
A
<—|z—7|
ta
and
_ A Cea o
[f(t,2) = [t 7)] <l =7~z — 7]
A

=\ 1—«a =l
<2 (Jel + )~ — 7

h

<Zor-agay _ g0
14
< A2 — 7|,
Suppose /(17 < 3 < 400, —00 < T < 0, then

A
|f(t,x) — f(t,T)| < |—Atre/O=)| < i

<—lz -7
4
and
|f(t,z) — f(t,T)] SAtqa/(l—a)
<A(|z| + [Z))*
<A2VT¥|x — T
Suppose t7/(1=%) <z < 400,0 < T < t9/(1=®) then

T A
(k) = f(tD)] < |—Ap/ 0 4 4| < 2o/ 0m) 5
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< lv -7
4

and
ta/(l—a) _ = ]

.0) = 167 <A | s
<A [t‘Z/(l“’) - f} Y <Az -7
<A2VT¥x — T|™.
Suppose 0 < z < t9/(1=%) _o0 < T < 0, then
|ﬁam—fmfngpﬂmﬂﬂ—A%—Awﬂﬂ>gA%

A _
<z -7
tq
and
[F(ta) = f(£7)] <Az < Ax®)
<Az — |

From the below cases, it yields that

A _
|f(t,!17) - f(tax)| §t7q|‘,1j - LC‘,
F(t,2) — F(1,7)] SA2°Ja — ]
Thus all the condition of Theorem 4.1 are satisfied; the (IVP) has a unique solution on
[0, 1] limit of the successive approximations

prn(8) = g [ (6= 97 (s, ().

q

The works presented in [16—19] give several methods to approximate the solution of
FDE. They have been of lower order, but the FracPECE [16] attracted our interest because
of the relative ease of application and its reliability as far as convergence and stability are
concerned.

The Figure 1 shows the approximate solution x s given by the FracPECE with a stepsize
h=10.01,¢g=1.5,k=1.7and o =0.5.

18

16

1.4

12

1

08

0B

04

0z

o

0 01 02 03 04 as 06 07 08 09 1

FIGURE 1. approximate solution z; given by the FracPECE.
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Next, we try to solve the problem using the successive approximations of Picard (4.1).
First with different initial vectors x and later by changing the values of q. We calculate
the integral with the composite Simpson’s rule with a stepsize h = 0,01 and we stop at the
nth iteration whenever err; = ||z, — z,—1]] < 0,01. We then calculate erry = ||z, — x|
to see if x,, is converging to x; or to an other function.

Our main Theorem stipulates that x,, — = independently of the chosen xy. Moreover,
the following two tables show that after discrediting our example the Picard’s iterations
continue to converge to the same solution.

In the first table we give the error between xj and xy_1 and the error between x; and
the solution xy for different values of z¢ and the number of iteration £ needed to get
erry < 0,01 continuing the iterations further won’t give a divergence.

erry | erry erry | erry
Zo 0 rand(0, 1)

k=1]4.02e-1 | 1.35e-0 | 1.22e-0 | 4.61e-1

k=2]1.32e-0 | 3.02e-2 | 1.90e-1 | 2.27e-1

k= 1.32e-0 | 3.02e-2 | 2.73e-1 | 3.02e-2
k=4 0 3.02e-2 0 3.02e-2
o Zf —Zf

k=1]6.97e-3 | 6.97e-3 | 2.16e-0 | 1.35¢-0
k=2 0 6.97e-3 | 1.32e-0 | 3.02e-2
k=3 0 6.97e-3 0 3.02e-2

TABLE 1. err; and erry for some values of xg.

The number of iterations n needed to get an error bounded by 0,01, is shown in the
following Table for different values of the fractional order ¢q. Although, one may note that
for g = xy the number of iterations to get to & is big but keep in mind that we didn’t do
any stability analysis and that we only used the Picard’s iterates with no ajustements.

Zo~q | 101|144 [15][2[4[4001[498]5
0 3 3 [ 3[3[3] 3 5 |5
rand(0,1) | 4 | 4 | 4 |44 4 1[4
zf 1 [ 1 |1 [1]2] 2 2 |2
—x; 3 | 3 | 3]3[3] 3 3 |3

TABLE 2. Number of iteration to get err; < 0.01.

6. CONCLUSION

To summarize, the fundamental goal of this work has been to generalize the previous
uniqueness results of F. Yoruk et al. [10] to arbitrary order using the Krasnoselskii-Krein,
Rogers and Kooi conditions. Obviously, the numerical examples showed the convergence
of the Picard’s iterations even if it was somewhat slow for some values of ¢q. The error,
the stability analysis and the use of algorithms to solve this type of equations are going



1838 Thai J. Math. Vol. 18 (2020) /A. Souahi et al.

to be the subject of a future research. We finally hope that this work is a step in the
study of the analytical and numerical aspect of fractional differential equations used in
applied mathematics’ fields.
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