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Abstract In this paper, we introduce a new hybrid iterative method for finding a common solution of a

mixed equilibrium problem and a fixed point problem for a Bregman relatively nonexpansive mapping in

reflexive Banach spaces. We prove that a sequence generated by the hybrid iterative algorithm converges

strongly to a common solution of these problems. Finally, we provide some consequences of the main

result and give a numerical example to demonstrate the applicability of the iterative algorithm.
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1. Introductions

In 2008, the equilibrium problem was generalized by Ceng and Yao [1] to the mixed
equilibrium problem: Let ϕ : C → R be a real-valued function and Θ : C × C → R be
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an equilibrium bifunction. The mixed equilibrium problem (for short, MEP) is to find
x∗ ∈ C such that

Θ(x∗, y) + ϕ(y) ≥ ϕ(x∗), ∀y ∈ C. (1.1)

The solution set of MEP (1.1) is denoted by Sol(MEP). In particular, if ϕ ≡ 0, this
problem reduces to the equilibrium problem (for short, EP), which is to find x∗ ∈ C such
that

Θ(x∗, y) ≥ 0, ∀y ∈ C, (1.2)

which is introduced and studied by Blum and Oettli [2]. The solution set of EP(1.2) is
denoted by Sol(EP). It is known that the equilibrium problems have a great impact and
influence in the development of several topics of science and engineering, so that they can
be solved using the novel and unified framework. The problem of finding the set of solu-
tions in (1.2) arises in various areas such as nonlinear analysis, optimization, economic,
financial, and game theory. Some notable problems are mathematical programming prob-
lem, variational inequality problem, complementary problem, saddle point problem, Nash
equilibrium problem in noncooperative games and fixed point problem, see [2–6]

The concept of nonexpansivity plays an important role in the study of Mann-type
iteration for finding fixed points of a mapping. In 1953, Mann [7] introduced an iterative
method for finding fixed points in a Banach space of a mapping T : C → C, utilizing
the concept of nonexpansivity. For an arbitrary starting point x0 ∈ C, we can generate a
sequence of points {xn} using the Mann-type iteration formula:

xn+1 = αnTxn + (1− αn)xn, x1 ∈ C, (1.3)

given that {αn}n∈N is a sequence satisfying some appropriate conditions. The construc-
tion of fixed points of nonexpansive mappings via Mann’s algorithm has been extensively
investigated in the literature.

In 1979, Reich [8] proved that if we choose a sequence {αn} such that
∑∞
n=1 αn(1 −

αn) = ∞, then a sequence {xn}n∈N generated by Mann’s algorithm converges weakly
to a fixed point of T . Since a sequence generated by Mann’s algorithm does not con-
verge strongly in general, some attempts to modify the Mann iteration algorithm (1.3) to
guarantee strong convergence have recently been made.

In 2008, Takahashi et al. [9] came up with an algorithm, called The Shrinking Projec-
tion Method, to find a common fixed point of an infinite family of nonexpansive mappings
in Hilbert space. Let Ti : C → C for i ∈ N be mappings such that F (T ) := ∩∞n=1F (Tn) 6=
∅. Starting with x0 ∈ H, C1 = C and x1 = PC1

x0, they defined the iteration yn = αnxn + (1− αn)Tnxn,
Cn+1 = {z ∈ Cn : ‖yn − z‖ ≤ ‖xn − z‖},
xn+1 = PCn+1

x0, ∀n ≥ 1,
(1.4)

where PCn+1
is the metric projection from C onto Cn+1 and {αn} is chosen so that

0 ≤ αn ≤ a < 1 for some a ∈ [0, 1). They proved that if {Tn} satisfies some appropriate
conditions, then {xn} converges strongly to PF (T )x0.

In 2010, Reich and Sabach [10] proposed two algorithms for finding a common fixed
point of finitely many Bergman strongly nonexpansive mappings Ti : C → C (i =
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1, 2, ..., N) satisfying ∩Ni=1F (Ti) 6= ∅ in a reflexive Banach space E as follows:

x0 = x ∈ E, chosen arbitrarily,
yin = Ti(xn + ein),
Cin = {z ∈ E : Df (z, yin) ≤ Df (z, xn + ein)},
Cn = ∩Ni=1C

i
n,

Qin = {z ∈ E : 〈∇f(x0)−∇f(xn), z − xn〉 ≤ 0},
xn+1 = projfCn∩Qn

(x0), ∀n ≥ 0,

(1.5)

and 
x0 ∈ E,Ci0 = E, i = 1, 2, ..., N,
yin = Ti(νn + ein),
Cin+1 = {z ∈ Cin : Df (z, yin) ≤ Df (z, xn + ein)},
Cn+1 = ∩Ni=1C

i
n+1,

xn+1 = projfCn+1
(x0), ∀n ≥ 0,

(1.6)

where projfC is the Bregman projection with respect to f from E onto a closed and convex
subset C of E. They proved that {xn} converges strongly to a common fixed point in
∩Ni=1F (Ti).

In 2011, Mart́in Marquez et al. [11] used the following Mann-Type iterative scheme
for Bregman strongly nonexpansive mappings.

Theorem 1.1. Let T : C → C be a Bregman strongly nonexpansive mapping with F̂ (T ) 6=
∅. Let f : C → R be a Legendre function which is totally convex on bounded subsets of
E. Suppose that ∇f is weakly sequentially continuous and ∇f∗ is bounded on bounded
subsets of int domf∗. Let {xn}n∈N be the sequence generated by the iterative scheme

xn+1 = ∇f∗
(
αn∇f(zn) + (1− αn)∇f(Txn)

)
, (1.7)

where {αn}n∈N ⊂ [0, 1] satisfies lim sup
n→∞

αn < 1. Then, for each x0 ∈ C, the sequence

{xn}n∈N converges weakly to a point in F̂ (T ).

In 2012, Suantai et al. [12] used the following Halpern’s iterative scheme for Bregman
strongly nonexpansive self mapping T on E. Suppose that u ∈ E and define the sequence
{xn}n∈N as follows: x1 ∈ E and

xn+1 = ∇f∗
(
αn∇f(u) + (1− αn)∇f(Txn)

)
, ∀n ≥ 1, (1.8)

where {αn}n∈N ⊂ (0, 1) satisfies lim
n→∞

αn = 0 and
∑∞
n=1 αn =∞. They proved that above

sequence converges strongly to P fF (T )(u), where P fF (T )(u) is the Bregman projection of E

onto F (T ).

In 2009, Takahashi and Zembayashi [13] proved the following strong convergence the-
orem for relatively nonexpansive mappings in a Banach space.

Theorem 1.2. Let E be a uniformly smooth and strictly convex Banach space. Let
f : C × C → R be a function satisfying

(A1) f(x, x) = 0 for all x ∈ C;

(A2) f is monotone, i.e., f(x, y) + f(y, x) ≤ 0 for all x, y ∈ C;

(A3) for each y ∈ C, the function x 7−→ f(x, y) is weakly upper semicontinuous;

(A4) for each x ∈ C, the function y 7−→ f(x, y) is convex and lower semicontinuous.
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Let T : C → C be a relatively nonexpansive (as defined by Matsushita and Takahashi [14])
such that F (T ) ∩ EP (f) 6= ∅. Let {xn}n∈N be a sequence generated by

x0 = x ∈ C chosen arbitrarily,
yn = J−1(αnJxn + (1− αn)JTxn),
un ∈ C such that f(un, y) + 1

rn
〈y − un, Jun − Jyn〉 ≥ 0, ∀y ∈ C,

Cn = {z ∈ Cn : φ(z, un) ≤ φ(z, xn)},
Qn = {z ∈ C : 〈xn − z, Jx− Jxn〉 ≥ 0},
xn+1 = ΠCn∩Qnx,

(1.9)

where J is the normalized duality mapping on E and {αn}n∈N satisfies
lim inf
n→∞

αn(1 − αn) > 0 and {rn}n∈N ⊂ [a,∞) for some a > 0. Then, {xn} converges

strongly to ΠF (T )∩EP (f)x as n→∞.

In 2010, Plubtieng and Ungchiterakool [15] proved a strong convergence theorem by the
hybrid method for finding a common fixed point of two relatively nonexpansive mappings
and an element of the set of solutions of an equilibrium problem in a Banach space.

Theorem 1.3. Let E be a uniformly smooth and strictly convex Banach space. Let Ĉ
and C be nonempty, closed and convex subsets of E, and f : C × C → R be a function
satisfying (A1) − (A4) in Theorem 1.2 and EP (f) 6= ∅. Let {xn}n∈N and {un}n∈N be
sequences generated by

x0 = x ∈ E,
un ∈ C = C1 such that f(un, y) + 1

rn
〈y − un, Jun − Jxn〉 ≥ 0, ∀y ∈ C,

yn = J−1(αnJxn + (1− αn)Jun),
Cn+1 = {z ∈ Cn : φ(z, un) ≤ φ(z, xn)},
xn+1 = ΠCn+1

x0 n ∈ N ∪ {0},
(1.10)

where {αn}n∈N satisfies either

(a) 0 ≤ αn < 1 for all n ∈ N and lim sup
n→∞

αn < 1, or,

(b) 0 ≤ αn ≤ 1 for all n ∈ N and lim inf
n→∞

αn(1− αn) > 0,

and where {rn}n∈N is a sequence in (0,∞) such that lim infn→∞ rn > 0 and
Σ∞n=1|rn+1 − rn| < ∞. Then, {xn}, {un} and {yn} converge strongly to ΠEP (f)x0 as
n→∞.

In 2018, Biranvand and Darvish [16] studied a new iterative method for a common
fixed point of a finite family of Bregman strongly nonexpansive mappings in the frame
work of reflexive real Banach spaces. They proved the strong convergence theorem for
finding common fixed points with the solutions of a mixed equilibrium problem.

Last but not least, Kazmi et al. [17] developed an iterative method to find a common
solution to a fixed point problem for a Bregman relatively nonexpansive mapping in
reflexive Banach spaces and a generalized equilibrium problem (GEP):

G(x∗, y) + 〈φ(x∗), y − x∗〉 ≥ 0,∀y ∈ C, (1.11)
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where φ : C → R is a real-valued function. The solution set of GEP (1.11) is denoted by
Sol(GEP(G,φ)).

x0, z0 = x ∈ C,
un = ∇f∗

(
αn∇f(zn) + (1− αn)∇f(Txn)

)
,

zn+1 = resfG,φun,

Cn = {z ∈ C : Df (z, zn+1) ≤ αnDf (z, zn) + (1− αn)Df (z, xn)},
Qn = {z ∈ C : 〈∇f(x0)−∇f(xn), z − xn〉 ≥ 0},
xn+1 = projfCn∩Qn

x0, ∀n ≥ 0,

(1.12)

where {αn} is a sequence in [0, 1] such that limn→∞ αn = 0. Then, a sequence {xn}
generated by the iterations (1.12) converges strongly to projfGEP (f)∩F (T )x0.

In this paper, motivated by the works given in [16, 17], we study a solution to the
mixed equilibrium problem (MEP), denoted by Sol(MEP(Θ, ϕ)). Then, we propose the
following modified iterative method for finding both a solution to (1.1) and a fixed point:


x0 ∈ C = C0,
yn = ∇f∗[αn∇f(xn) + (1− αn)∇f(Txn)],

un ∈ ResfΘ,ϕ(yn),

Cn+1 = {z ∈ Cn : Df (z, un) ≤ Df (z, xn)},
xn+1 = projfCn+1

(x0), n ∈ N ∪ {0},

(1.13)

where T : C → C be a Bregman relatively nonexpansive mapping and
MEP (f)∩ F (T ) 6= ∅. We will prove that a sequence {xn} generated by (1.13) converges

strongly to the point projfMEP (f)∩F (T )(x0). In addition, we give some consequences of

the main result, and provide a numerical example to demonstrate the applicability of the
iterative algorithm.

2. Preliminaries

In this section, we introduce several definitions and results, which are used in the
following sections.

Let E be a real Banach space with E∗ as its dual space and the norm ‖ · ‖. We denote
the value of x∗ ∈ E∗ at x ∈ E by 〈x, x∗〉. If {xn}n∈N is a sequence in E, we denote the
strong convergence and the weak convergence of {xn}n∈N to a point x ∈ E by xn → x
and xn ⇀ x, respectively. Let C be a nonempty, closed and convex subset of E and
T : C → C be a mapping. Then a point x ∈ C is called a fixed point of T if Tx = x and
the set of all fixed points of T is denoted by F (T ).

We call a map T

(i) nonexpansive if

‖Tx− Ty‖ ≤ ‖x− y‖, ∀x, y ∈ C;

(ii) quasi-nonexpansive if F (T ) 6= ∅ and

‖Tx− y‖ ≤ ‖x− y‖, ∀x ∈ C, y ∈ F (T );

(iii) closed if xn → x and Txn → y implies Tx = y.
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(iv) relatively nonexpansive [14], if the following conditions are satisfied:

(1) F (T ) is nonempty;

(2) φ(u, Tx) ≤ φ(u, x), ∀u ∈ F (T ), x ∈ C;

(3) F̂ (T ) = F (T ).

A Banach space E is said to be uniformly convex if

δ(ε) := inf

{
1− ‖x+ y‖

2
: ‖x‖ ≤ 1, ‖y‖ ≤ 1, ‖x− y‖ ≥ ε

}
> 0

for every ε > 0. We denote δ(ε) the modulus δ of convexity of E.
Let SE(r) = {x ∈ E : ‖x‖ = r} be a sphere of radius r centered at 0 of E and

SE = SE(1) be the unit sphere. E is said to be strictly convex if
∥∥x+y

2

∥∥ < 1 whenever
x, y ∈ SE , and x 6= y. The norm of E is said to be Gâteaux differentiable if, for each
x, y ∈ SE , the limit

lim
t→0

‖x+ ty‖ − ‖x‖
t

(2.1)

exists. In this case, E is called smooth. If the limit (2.1) is attained uniformly for all
x, y ∈ SE , then E is called uniformly smooth. It is well known (see [18, 19]) that E is
uniformly convex if and only if E∗ is uniformly smooth. Moreover, If E is reflexive, then
E is strictly convex if and only if E∗ is smooth.

For any x ∈ int(domf), the right-hand derivative of f at x in the direction y ∈ E is
defined by

f ′(x, y) = lim
t→0+

f(x+ ty)− f(x)

t
. (2.2)

A function f is called Gâteaux differentiable at x if f ′(x, y) is defined (i.e. the limit
exists) for all y ∈ E. In this case, f ′(x, y) coincides with the value of the gradient (∇f)
of f at x. Furthermore, if f is Gâteaux differentiable for any x ∈ int(domf), we say that
f is Gâteaux differentiable.

A function f is called Fréchet differentiable at x if this limit is attained uniformly for
‖y‖ = 1. Moreover, f is uniformly Fréchet differentiable on a subset C of E if the limit is
attained uniformly for all x ∈ C and ‖y‖ = 1.

It is well known that if a continuous convex function f : E → R is Gâteaux differ-
entiable, then ∇f is norm-to-weak∗ continuous (see [20]). Also, it is known that if f is
Fréchet differentiable, then ∇f is norm-to-norm continuous (see, [21]).

In the sequel we shall denote by Γ(E) the class of proper lower semi-continuous convex
functions on E, and Γ∗(E∗) the class of proper weak∗ lower semi-continuous convex
functions on E∗.

For f ∈ Γ(E), the subdifferential ∂f of f is defined by

∂f(x) = {x∗ ∈ E∗ : f(x) + 〈y − x, x∗〉 ≤ f(y), ∀y ∈ E}

for all x ∈ E. Rockafellar’s theorem [22, 23] ensures that ∂f ⊂ E × E∗ is maximal
monotone. If f ∈ Γ(E) and g : E → R is a continuous convex function, then ∂(f + g) =
∂f + ∂g.
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For f ∈ Γ(E), the (Fenchel) conjugate function f∗ of f is defined by

f∗(x∗) = sup
x∈E
{〈x, x∗〉 − f(x)}, for all x∗ ∈ E∗.

It is well known that

f(x) + f∗(x∗) ≥ 〈x, x∗〉, for all (x, x∗) ∈ E × E∗,
and that (x, x∗) ∈ ∂f is equivalent to

f(x) + f∗(x∗) = 〈x, x∗〉. (2.3)

We also know that if f ∈ Γ(E), then f∗ : E∗ → (−∞,+∞] is a proper weak∗ lower
semi-continuous convex function; see [24] for more details on convex analysis.

A function f : E → R is said to be strongly coercive if

lim
‖xn‖→∞

f(xn)

‖xn‖
=∞.

It is also said to be bounded on bounded sets if f(SE(r)) is bounded for each r > 0.
A function f : E → R is said to be uniformly convex on bounded sets [25] if the function

ρr : [0,+∞)→ [0,+∞], called the uniform convexity of f , defined by

ρr(t) = inf
x,y∈SE(r),
‖x−y‖=t,
α∈(0,1)

αf(x) + (1− α)f(y)− f(αx+ (1− α)y)

α(1− α)

is positive for all r and t > 0. It is known that ρr(t) is a nondecreasing function. If
f : E → R is uniformly convex on bounded sets of E, then we have

f(αx+ (1− α)y) ≤ αf(x) + (1− α)f(y)− α(1− α)ρr(‖x− y‖) (2.4)

for all x, y in SE(r) and α ∈ (0, 1).

A function f is said to be locally uniformly smooth on bounded sets [25] if the function
σr : [0,+∞)→ [0,+∞] defined by

σr(t) = sup
x∈SE(r),y∈SE ,

α∈(0,1)

αf(x+ (1− α)ty) + (1− α)f(x− αty)− f(x)

α(1− α)
,

satisfies

lim
t→0+

σr(t)

t
= 0, for all r > 0.

The Legendre function f is defined from a general Banach space E → (−∞,+∞], see
[26]. Since E is reflexive, according to [26], the function f is Legendre if it satisfies the
following conditions:

(1) The interior of the domain of f, int(domf), is nonempty; f is Gâteaux differ-
entiable on int(domf) and dom∇f = int(domf).

(2) The interior of the domain of f∗, int(domf∗), is nonempty; f∗ is Gâteaux
differentiable on int(domf∗) and dom∇f∗ = int(domf∗).

We note that for a Legendre function f , the following properties hold [26]:

(a) f is a Legendre function if and only if f∗ is a Legendre function;

(b)
(
∂f
)−1

= ∂f∗;
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(c) ∇f =
(
∇f∗

)−1
, ran∇f = dom∇f∗ = int

(
domf∗

)
,

ran∇f∗ = dom∇f = int
(
domf

)
;

(d) The functions f and f∗ are strictly convex on the interior of respective domains.

Definition 2.1 ([27]). Let f : E → (−∞,+∞] be a convex and Gâteaux differentiable
function. The function Df : domf × int(domf)→ [0,+∞) defined by

Df (y, x) = f(y)− f(x)− 〈∇f(x), y − x〉 (2.5)

is called Bregman distance with respect to f .

In particular, it can be easily seen that

Df (x, y) = −Df (y, x) + 〈∇f(y)−∇f(x), y − x〉.

Using the above observation and the definition, we can derive the following properties.

• The three point identity : for any x ∈ domf and y, z ∈ int(domf), we have

Df (x, y) +Df (y, z)−Df (x, z) = 〈∇f(z)−∇f(y), x− y〉. (2.6)

• The four point identity : for any y, w ∈ domf and x, z ∈ int(domf), we have

Df (y, x)−Df (y, z)−Df (w, x) +Df (w, z) = 〈∇f(z)−∇f(x), y − w〉.

It is clear that Df (x, y) ≥ 0 for all x, y ∈ E. In the case when E is a smooth Banach
space, we set f(x) = ‖x‖2 for all x ∈ E to obtain that ∇f(x) = 2Jx for all for all x ∈ E
and hence Df (x, y) = φ(x, y) ∀x, y ∈ E [28].

Furthermore, let E be a Banach space and C be a nonempty closed convex subset of a
reflexive Banach space E. Let f : E → R be a strictly convex and Gâteaux differentiable
function. Then it follows from [29] that, for any x ∈ E and x0 ∈ C, we have

Df (x0, x) = min
y∈C

Df (y, x).

The Bregman projection projfC from E onto C is defined by projfC(x) = x0 for all

x ∈ E. It is well known that x0 = projfC(x) if and only if

〈y − x0,∇f(x)−∇f(x0)〉 ≤ 0, ∀y ∈ C. (2.7)

It is also known that projfC from E onto C has the following property:

Df (y, projfC(x)) +Df (projfC(x), x) ≤ Df (y, x), ∀y ∈ C, x ∈ E. (2.8)

For more details on Bregman projection projfC , see [20].

Definition 2.2 ([20]). Let f : E → (−∞,+∞] be a convex and Gâteaux differentiable
function. f is called:

(1) totally convex at x ∈ int(domf) if its modulus of total convexity at x, that is,
the function νf : int(domf)× [0,+∞)→ [0,+∞) defined by

νf (x, t) = inf{Df (y, x) : y ∈ dom f, ‖y − x‖ = t},

is positive whenever t > 0;
(2) totally convex if it is totally convex at every point x ∈ int(domf);
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(3) totally convex on bounded sets if νf (B, t) is positive for any nonempty bounded
subset B of E and t > 0, where the modulus of total convexity of the function f
on the set B is the function νf : int(domf)× [0,+∞)→ [0,+∞) defined by

νf (B, t) = inf{νf (x, t) : x ∈ B ∩ dom f}.

Definition 2.3 ([10, 30]). Let T : C → int(domf) be a mapping and let F (T ) denote
the set of fixed points of T , i.e., F (T ) = {x ∈ C : Tx = x}. We recall the necessary
notations of the nonlinear mapping related to Bregman distance as follows:

(1) A point p ∈ C is said to be an asymptotic fixed point of T if C contains a
sequence {xn} which converges weakly to p such that lim

n→∞
‖Txn − xn‖ = 0. The

set of asymptotic fixed points of T will be denoted by F̂ (T ) [8];
(2) T is said to be Bregman quasi-nonexpansive if F (T ) 6= ∅ and

Df (p, Tx) ≤ Df (p, x),∀x ∈ C, p ∈ F (T );

(3) T is said to be Bregman relatively nonexpansive [10] if F̂ (T ) = F (T ) and

Df (p, Tx) ≤ Df (p, x),∀x ∈ C, p ∈ F (T );

(4) T is said to be Bregman firmly nonexpansive if

〈∇f(Tx)−∇f(Ty), Tx− Ty〉 ≤ 〈∇f(x)−∇f(y), Tx− Ty〉, ∀x, y ∈ C,

or, equivalently

Df (Tx, Ty) +Df (Ty, Tx) +Df (Tx, x) +Df (Ty, y) ≤ Df (Tx, y) +Df (Ty, x),

∀x, y ∈ C.

Note that the notions of an asymptotic fixed point of T and Bregman relatively non-
expansive operators were first introduced and studied by Reich [31] and Butnariu et al.
[32] respectively.

Example 2.4 ([33]). Let E is a real Banach space, A : E → 2E
∗

be a maximal monotone
mapping. If A−1(0) 6= ∅ and the Legendre function f : E → (−∞,+∞] is uniformly
Fréchet differentiable and bounded on bounded subsets of E, then the resolvent with
respect to A,

ResfA(x) =
(
∇f +A

)−1 ◦ ∇f(x)

is a single-valued, closed and Bregman relatively nonexpansive mapping from E onto

D(A) and F
(
ResfA

)
= A−1(0).

Let f : E → R be a convex, Legendre and Gâteaux differentiable function. In addition,
if f : E → (−∞,+∞] is a proper lower semicontinuous function, then f∗ : E∗ →
(−∞,+∞] is a proper weak∗ lower semicontinuous and convex function (see [11, 24]).
Hence Vf is convex in the second variable. Thus, for all z ∈ E,wehaves

Df

(
z,∇f∗

( N∑
i=1

ti∇f(xi)

))
≤

N∑
i=1

tiDf (z, xi). (2.9)

where {xi}Ni=1 ⊂ E and {ti}Ni=1 ⊂ (0, 1) with
∑N
i=1 ti = 1.

The following definition is slightly different from that in [20]:
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Definition 2.5 ([21]). Let E be a Banach space. Then a function f : E → R is said to
be a Bregman function if the following conditions are satisfied:

(1) f is continuous, strictly convex and Gâteaux differentiable;

(2) the set {y ∈ E : Df (x, y) ≤ r} is bounded for all x ∈ E and r > 0.

The following lemma follows from Butnariu and Iusem [20] and Zǎlinscu [25]:

Lemma 2.6. Let E be a reflexive Banach space and let f : E → R be a strongly coercive
Bregman function. Then we have the following:

(1) ∇f : E → E∗ is one-to-one, onto and norm-to-weak∗ continuous;

(2) 〈x− y,∇f(x)−∇(y)〉 = 0 if and only if x = y;

(3) {x ∈ E : Df (x, y) ≤ r} is bounded for all y in E and r > 0;

(4) dom f∗ = E∗, f∗ is Gâteaux differentiable function and ∇f∗ = (∇f)−1.

In addition, we have the following Proposition; see [25].

Proposition 2.7 ([25]). Let f ∈ Γ(E) be convex. Consider the following statements:

(1) f is bounded and uniformly smooth on bounded sets;

(2) f is Fréchet differentiable on E = dom f and ∇f is uniformly continuous on
bounded sets;

(3) f∗ is strongly coercive and uniformly convex on bounded sets;

Then we have (1) ⇐⇒ (2) ⇐ (3). Moreover, if f is strongly coercive then (1) ⇒ (3);
in this case E∗ is reflexive (also E is reflexive if E is a Banach space).

Proposition 2.8 ([25]). Let f ∈ Γ(E). Consider the following statements:

(1) f is strongly coercive and uniformly convex on bounded sets;

(2) f∗ is bounded and uniformly smooth on bounded sets;

(3) f∗ is Fréchet differentiable on E∗ dom f∗ and ∇f∗ is uniformly continuous
on bounded sets;

Then (1)⇒ (2)⇐⇒ (3). Moreover, if f is bounded on bounded sets then (2)⇒ (1); in
this case E∗ is reflexive (also E is reflexive if E is a Banach space).

Lemma 2.9 ([21]). Let E be a Banach space and let f : E → R be a Gâteaux differentiable
function which is uniformly convex on bounded sets. Let {xn}n∈N and {yn}n∈N be bounded
sequences in E and lim

n→∞
Df (xn, yn) = 0,

then lim
n→∞

‖xn − yn‖ = 0.

The following lemmas was first proved in Kohsaka and Takahashi [21].

Lemma 2.10 ([21]). Let E be a reflexive Banach space, let f : E → R be a strongly
coercive Bregman function and V be the function defined by

V (x, x∗) = f(x)− 〈x, x∗〉+ f∗(x∗), for all x ∈ E, x∗ ∈ E∗.

The following assertions hold:

(1) Df

(
x,∇f∗(x∗)

)
= V (x, x∗) for all x ∈ E and x∗ ∈ E∗.

(2) V (x, x∗) + 〈∇f∗(x∗)− x, y∗〉 ≤ V (x, x∗ + y∗) for all x ∈ E and x∗, y∗ ∈ E∗.
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It also follows from the definition that V is convex in the second variable x∗ and

V
(
x,∇f(y)

)
= Df (x, y).

Lemma 2.11 ([34]). If f : E → R is uniformly Fréchet differentiable and bounded on
bounded subsets of E, then ∇f∗ is uniformly continuous on bounded subsets of E from
the strong topology of E to the strong topology of E∗.

Lemma 2.12 ([20]). The function f is totally convex on bounded sets if and only if it is
sequentially consistent.

Lemma 2.13 ([10]). Let f : E → R be a totally convex and Gâteaux differentiable
function. If x0 ∈ E and the sequence {Df (xn, x0)} is bounded, then the sequence {xn} is
also bounded.

Lemma 2.14 ([30]). Let E be a reflexive Banach space and C be a nonempty closed
convex subset of int(domf) and f : E → R be Legendre function. Let T : C → C be a
Bregman quasi-nonexpansive mapping with respect to f , then F (T ) is closed and convex.

Lemma 2.15 ([10]). Let f : E → R be a totally convex and Gâteaux differentiable
function, x0 ∈ E and C be a nonempty closed convex subset of a reflexive Banach space
E. Suppose that {xn} is bounded and any weak subsequential limit of {xn} belongs to C.

If Df (xn, x0) ≤ Df (projfCx0, x0) for any n ∈ N , then{xn} converges strongly to projfCx0.

Lemma 2.16 ([35]). Suppose that {xn}n∈N is a sequence of nonnegative real numbers
satisfying

xn+1 ≤ (1− γn)xn + γnδn, ∀n ≥ 1,

where {γn}n∈N and {δn}n∈N satisfy the conditions:

(a) {γn}n∈N ⊂ [0, 1] and Σ∞n=1γn = +∞ or, equivalently, Π∞n=1(1− γn) = 0;

(b) lim sup
n→∞

δn < 0 or Σ∞n=1γnδn <∞.

Then, we have lim
n→∞

xn = 0.

In order to solve the mixed equilibrium problem, let us recall the following assumptions,
as stated in Theorem 1.2, for bifunction Θ on the set C :

(A1) Θ(x, x) = 0 for all x ∈ C;

(A2) Θ is monotone, i.e., Θ(x, y) + Θ(y, x) ≤ 0 for all x, y ∈ C;

(A3) for each y ∈ C, the function x 7−→ Θ(x, y) is weakly upper semicontinuous;

(A4) for each x ∈ C, the function y 7−→ Θ(x, y) is convex and lower semicontinuous.

Definition 2.17 ([16]). Let C be a nonempty, closed and convex subsets of a real reflexive
Banach space and let ϕ : C → R be a lower semicontinuous and convex functional. Let
Θ : C ×C → R be a bifunctional satisfying (A1)− (A4). The mixed resolvent of Θ is the

operator ResfΘ,ϕ : E → 2C

ResfΘ,ϕ(x) = {z ∈ C : Θ(z, y) + ϕ(y) + 〈∇f(z)−∇f(x), y − z〉 ≥ ϕ(z), ∀y ∈ C}.
(2.10)

The following results can be deduced from Lemma 2.6 and Lemma 2.9 due to Reich
and Sabach [10]. Their proof is provided for reader’s convenience.
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Lemma 2.18 ([16]). Let E be a reflexive Banach space and f : E → R is a coercive
and Gâteaux differentiable function. Let C be a nonempty, closed and convex subset of
E. Assume that ϕ : C → R be a lower semicontinuous and convex functional and the

bifunctional Θ : C × C → R satisfies conditions (A1)− (A4), then dom
(
ResfΘ,ϕ

)
= E.

Proof. Since f is a coercive function, the function h : E × E → R defined by

h(x, y) = f(y)− f(x)− 〈x∗, y − x〉
satisfies the following for all x∗ ∈ E∗ and y ∈ C;

lim
‖x−y‖→+∞

h(x, y)

‖x− y‖
= +∞.

Then from [2], there exists x̂ ∈ C such that

Θ(x̂, y) + ϕ(y)− ϕ(x̂) + f(y)− f(x̂)− 〈x∗, y − x̂〉 ≥ 0

for any y ∈ C. This implies that

Θ(x̂, y) + ϕ(y) + f(y)− f(x̂)− 〈x∗, y − x̂〉 ≥ ϕ(x̂). (2.11)

We know that (2.11) holds for y = tx̂ + (1 − t)ŷ where ŷ ∈ C and t ∈ (0, 1). Therefore,
we have

Θ(x̂, tx̂+ (1− t)ŷ) + ϕ(tx̂+ (1− t)ŷ) + f(tx̂+ (1− t)ŷ)− f(x̂)

− 〈x∗, tx̂+ (1− t)ŷ − x̂〉
≥ ϕ(x̂)

(2.12)

for all ŷ ∈ C. By convexity of ϕ, we have

Θ(x̂, tx̂+ (1− t)ŷ) + (1− t)ϕ(ŷ) + f(tx̂+ (1− t)ŷ)− f(x̂)

− 〈x∗, tx̂+ (1− t)ŷ − x̂〉
≥ (1− t)ϕ(x̂).

(2.13)

Since

f(tx̂+ (1− t)ŷ)− f(x̂) ≤ 〈∇f(tx̂+ (1− t)ŷ), tx̂+ (1− t)ŷ − x̂〉,
we can conclude from (2.13) and (A4) that

tΘ(x̂, x̂) + (1− t)Θ(x̂, ŷ) + (1− t)ϕ(ŷ) + 〈∇f(tx̂+ (1− t)ŷ), tx̂+ (1− t)ŷ − x̂〉
− 〈x∗, tx̂+ (1− t)ŷ − x̂〉
≥ (1− t)ϕ(x̂)

(2.14)

for all ŷ ∈ C. From (A1) we have

(1− t)Θ(x̂, ŷ) + (1− t)ϕ(ŷ) + 〈∇f(tx̂+ (1− t)ŷ), (1− t)(ŷ − x̂)〉
− 〈x∗, (1− t)(ŷ − x̂)〉
≥ (1− t)ϕ(x̂),

(2.15)

or, equivalently,

(1− t)
[
Θ(x̂, ŷ) + ϕ(ŷ) + 〈∇f(tx̂+ (1− t)ŷ), ŷ − x̂〉 − 〈x∗, ŷ − x̂〉

]
≥ (1− t)ϕ(x̂).

Thus, we have

Θ(x̂, ŷ) + ϕ(ŷ) + 〈∇f(tx̂+ (1− t)ŷ), ŷ − x̂〉 − 〈x∗, ŷ − x̂〉 ≥ ϕ(x̂),
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for all ŷ ∈ C. Since f is Gâteaux differentiable function, it follows that ∇f is norm-to-
weak∗ continuous (see [24]). Hence, letting t→ 1− we then get

Θ(x̂, ŷ) + ϕ(ŷ) + 〈∇f(x̂), ŷ − x̂〉 − 〈x∗, ŷ − x̂〉 ≥ ϕ(x̂).

By taking x∗ = ∇f(x) we obtain x̂ ∈ C such that

Θ(x̂, ŷ) + ϕ(ŷ) + 〈∇f(x̂)−∇f(x), ŷ − x̂〉 ≥ ϕ(x̂),

for all ŷ ∈ C, i.e., x̂ ∈ ResfΘ,ϕ(x). Hence, we conclude that dom
(
ResfΘ,ϕ

)
= E.

Lemma 2.19 ([16]). Let f : E → R be a Legendre function. Let C be a closed and convex
subset of E. If the bifunctional Θ : C ×C → R satisfies conditions (A1)− (A4), then the
following hold:

(1) ResfΘ,ϕ is single-valued;

(2) ResfΘ,ϕ is a Bregman firmly nonexpansive mapping [10], i.e.,
for all x, y ∈ E,

〈Trx− Try,∇f(Trx)−∇f(Try)〉 ≤ 〈Trx− Try,∇f(x)−∇f(y)〉,

or, equivalently,

Df (Tx, Ty) +Df (Ty, Tx) +Df (Tx, x) +Df (Ty, y) ≤ Df (Tx, y) +Df (Ty, x);

(3) F
(
ResfΘ,ϕ

)
= Sol(MEP ) is closed and convex;

(4) Df (q,ResfΘ,ϕ(x)) +Df (ResfΘ,ϕ(x), x) ≤ Df (q, x), ∀q ∈ F (ResfΘ,ϕ),
x ∈ E;

(5) ResfΘ,ϕ is a Bregman quasi-nonexpansive mapping.

3. Main Results

In this section, we prove the following strong convergence theorem for finding a common
solution of a mixed equilibrium problem and a fixed point problem for Bregman relatively
nonexpansive mappings in reflexive Banach space.

Theorem 3.1. Assume the following conditions:

• E is a Banach space and C is a nonempty, closed and convex subset of a
reflexive Banach space of E with dual E∗ such that C ⊂ int(domf) and F (T ) =

F̂ (T ).
• f : E → R is a coercive Legendre function which is bounded, uniformly Fréchet
differentiable and totally convex on bounded subsets of E.
• Θ : C × C → R is a bifunction satisfying conditions (A1)− (A4).
• ϕ : C → R is a real-valued function.
• T : C → C is a Bregman relatively nonexpansive mapping.
• Ω = Sol(MEP (Θ, ϕ)) ∩ F (T ) such that Ω 6= ∅.
• {αn} is a sequence in [0, 1] such that limn→∞ αn = 0 and

∑∞
n=1 αn =∞.
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Let {xn} be a sequence generated by the iterative method:
x0 ∈ C = C0,
yn = ∇f∗[αn∇f(xn) + (1− αn)∇f(Txn)],

un ∈ ResfΘ,ϕ(yn),

Cn+1 = {z ∈ Cn : Df (z, un) ≤ Df (z, xn)},
xn+1 = projfCn+1

(x0), n ∈ N ∪ {0}.

(3.1)

Then, {xn} converges strongly to projfΩ(x0) where projfΩ(x0) is the Bregman projection
of C onto Ω.

Proof. We divide the proof into eight steps.

Step 1: We show that Ω is closed and convex. It follows from Lemma 2.14 and from

(3) of Lemma 2.19 that Ω is a closed and convex set and hence projfΩ(x0) is well defined.

Step 2: We show that Cn is closed and convex for each n ∈ N∪ {0} by mathematical
induction. The base case when n = 0 holds since we already assume that C0 = C is closed
and convex. Then, we suppose that Ck is closed and convex for some k ∈ N. For each
z ∈ Ck, we see that Df (z, uk) ≤ Df (z, xk) is equivalent to

〈∇f(xk)−∇f(uk), z〉 ≤ f(uk)− f(xk) + 〈∇f(xk), xk〉 − 〈∇f(uk), uk〉. (3.2)

By the construction of the set Ck+1, we see that

Ck+1 = {z ∈ Ck : Df (z, uk) ≤ Df (z, xk)}. (3.3)

Hence Ck+1 is also closed and convex. Therefore {xn} is well defined.

Step 3: We show that Ω ⊂ Cn for all n ∈ N ∪ {0} by mathematical induction. Note
that Ω ⊂ C0 = C. Suppose Ω ⊂ Ck for some k ∈ N and let p ∈ Ω ⊂ Cn. In view of Lemma
2.10 and (3.1), we obtain

Df (p, uk) = Df

(
p,ResfΘ,ϕ(yk)

)
≤ Df

(
p, yk

)
= Df

(
p,∇f∗[αk∇f(xk) + (1− αk)∇f(Txk)]

)
= V

(
p, αk∇f(xk) + (1− αk)∇f(Txk)

)
≤ αkV

(
p,∇f(xk)

)
+ (1− αk)V

(
p,∇f(Txk)

)
= αkDf

(
p, xk

)
+ (1− αk)Df

(
p, Txk

)
≤ αkDf

(
p, xk

)
+ (1− αk)Df

(
p, xk

)
= Df

(
p, xk

)
.

(3.4)

This shows that p ∈ Ck+1, which implies Ω ⊂ Cn for all n ∈ N ∪ {0}.

Step 4: We show that the sequences {xn}, {Txn} and {un} are bounded in C. In view
of (2.8), we conclude that

Df (xn, x0) = Df

(
projfCn

(x0), x0

)
≤ Df

(
p, x0

)
−Df

(
p, projfCn

(x0)
)

≤ Df

(
p, x0

)
, ∀p ∈ Ω ⊂ Cn, n ∈ N ∪ {0}.

(3.5)
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This implies that the sequence {Df (xn, x0)} is bounded, and hence it follows from
Lemma 2.13 that the sequence {xn} is also bounded. Further, the inequality

Df (q, xn) = Df

(
q, projfCn+1

(x0)
)

≤ Df

(
q, x0

)
−Df

(
xn, x0

)
implies that {Df (q, xn)} is bounded. Now it follows from the fact
Df (q, Txn) ≤ Df

(
q, xn

)
, ∀q ∈ Ω that {Txn} is bounded.

Now, we put M = max{Df (q, u0), supDf (q, xn)} so that Df (q, u0) ≤ M. Then, it
follows from (3.1) that Df (q, un) ≤M. Thus, {Df (q, un)} is bounded, which implies that
{un} is bounded.

Step 5: We show that lim
n→∞

Df (xn, x0) exists. Since xn = projfCn
(x0) and xn+1 =

projfCn+1
(x0) ∈ Cn+1 ⊂ Cn, we have

Df (xn, x0) ≤ Df (xn+1, x0), n ∈ N ∪ {0}. (3.6)

This shows that {Df (xn, x0)} is nondecreasing. From (2.8), we obtain

Df (xn+1, xn) = Df

(
xn+1, proj

f
Cn

(x0)
)

≤ Df

(
xn+1, x0

)
−Df

(
projfCn

(x0), x0

)
≤ Df

(
xn+1, x0

)
−Df

(
xn, x0

) (3.7)

which implies that lim
n→∞

Df (xn+1, xn) = 0.

From (3.6) and (3.7), we get that lim
n→∞

Df (xn, x0) exists.

Step 6: We show that lim
n→∞

‖xn−un‖ = lim
n→∞

‖xn−Txn‖ = 0. Since xm = projfCm
(x0) ∈

Cm ⊂ Cn for any positive integer m > n, we obtain from (2.8) that

Df (xm, xn) = Df

(
xm, proj

f
Cn

(x0)
)

≤ Df

(
xm, x0

)
−Df

(
projfCn

(x0), x0

)
= Df

(
xm, x0

)
−Df

(
xn, x0

)
.

(3.8)

Therefore, Df (xm, xn)→ 0 asm,n→∞, and since f is totally convex on bounded subsets
of E, f is sequentially consistent by Lemma 2.12. Therefore it follows that ‖xm−xn‖ → 0
as m,n→∞. Therefore {xn} is a Cauchy sequence. The inequality (3.8) implies that

lim
n→∞

Df (xn+1, xn) = 0. (3.9)

Since f is totally convex on bounded sets, it follows from Lemma 2.11 that f is sequentially
consistent and so we have

lim
n→∞

‖xn+1 − xn‖ = 0. (3.10)

From the three point identity of the Bregman distance (2.6), we have

Df (q, xn+1) +Df (xn+1, un)−Df (q, un) = 〈∇f(un)−∇f(xn+1), q − xn+1〉.
Since f is bounded on bounded subsets of E, then ∇f is bounded on bounded sub-

sets of E∗ and hence it follows from boundedness of {xn}, {Txn} and {un} that the
sequences {∇f(xn)}, {∇f(Txn)} and {∇f(un)} are bounded in E∗, which implies that
{Df (xn+1, un)} is bounded.
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Since xn+1 = projfCn+1
(x0) ∈ Cn+1, we conclude that

Df

(
xn+1, un

)
≤ Df

(
xn+1, xn

)
→ 0, n→∞.

This, together with (3.9), implies that

lim
n→∞

Df (xn+1, un) = 0. (3.11)

Therefore, by Lemma 2.10, we have

lim
n→∞

‖xn+1 − un‖ = 0. (3.12)

Taking into account

‖xn+1 − un‖ ≤ ‖xn − xn+1‖+ ‖xn+1 − un‖,

using (3.10) and (3.12), we get

lim
n→∞

‖xn − un‖ = 0. (3.13)

By Lemma 2.11, ∇f is uniformly continuous on bounded subsets of E, and so we have

lim
n→∞

|∇f(xn)−∇f(un)| = 0 (3.14)

and

lim
n→∞

‖∇f(xn)−∇f(un)‖ = 0. (3.15)

Next, we estimate the following difference.

Df (p, xn)−Df (p, un) = f(p)− f(xn)− 〈∇f(xn), p− xn〉 − f(p) + f(un)

+ 〈∇f(un), p− un〉
= f(un)− f(xn) + 〈∇f(un), p− un〉 − 〈∇f(xn), p− xn〉
= f(un)− f(xn) + 〈∇f(un), xn − un〉

+ 〈∇f(xn)−∇f(xn), p− xn〉.
(3.16)

Since {un} and {∇f(un)} are bounded, it follows from (3.13), (3.14), (3.15) and (3.16)
that

lim
n→∞

|Df (p, xn)−Df (p, un)| = 0. (3.17)

Further, it follows from property (5) in Lemma 2.19 that

Df (un, yn) ≤ Df (p, yn)−Df (p, un)

≤ Df

(
p,∇f∗

(
αn∇f(xn) + (1− αn)∇f(Txn)

)
−Df (p, un)

≤ αnDf (p, xn) + (1− αn)Df (p, Txn)−Df (p, un)

≤ αnDf (p, xn) + (1− αn)Df (p, xn)−Df (p, un)

≤ Df (p, xn)−Df (p, un).

(3.18)

Since {Df (p, xn)} is bounded, it follows from (3.17) and (3.18) that

lim
n→∞

Df (un, yn) = 0
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and hence

lim
n→∞

‖un − yn‖ = 0. (3.19)

Further, it follows from (3.13), (3.19) that

lim
n→∞

‖xn − yn‖ = 0. (3.20)

Again, since ∇f is uniformly continuous on bounded subsets of E, it follows from
Lemma 2.11, (3.19) and (3.20) we have that

lim
n→∞

‖∇f(un)−∇f(yn)‖ = 0 (3.21)

and

lim
n→∞

‖∇f(xn)−∇f(yn)‖ = 0. (3.22)

Now,

‖∇f(xn)−∇f(yn)‖ = ‖∇f(xn)−∇f
(
∇f∗[αn∇f(xn) + (1− αn)∇f(Txn)]

)
‖

= ‖∇f(xn)− αn∇f(xn)− (1− αn)∇f(Txn)‖
= ‖(1− αn)∇f(xn)− (1− αn)∇f(Txn)‖
= ‖(1− αn)

(
∇f(xn)−∇f(Txn)

)
‖

= (1− αn)‖∇f(xn)−∇f(Txn)‖.
(3.23)

Since {∇f(xn)} and {∇f(un)} are bounded, it follows from (3.22), (3.23) and the condi-
tion lim

n→∞
αn = 0 that

lim
n→∞

‖∇f(xn)−∇f(Txn)‖ = 0. (3.24)

Moreover, we have from (3.24) that

lim
n→∞

‖xn − Txn‖ = 0. (3.25)

Hence, we obtain lim
n→∞

‖xn − un‖ = 0 and lim
n→∞

‖xn − Txn‖ = 0 as desired.

Step 7: We show that w ∈ Ω = Sol(MEP (Θ, ϕ)) ∩ F (T ). First, we show that
w ∈ F (T ). Since {xn} is bounded, then there exists a subsequence {xnk

} of {xn} such
that xnk

⇀ w ∈ C as k →∞. It follows from (3.13), (3.19) that {xn}, {yn} and {un} all
have the same asymptotic behaviour and hence there exist subsequences {ynk

} of {yn}
and {unk

} of {un} such that ynk
⇀ w and unk

⇀ w as k → ∞. It follows from the fact
xnk

⇀ w and (3.25) that

lim
n→∞

‖xnk
− Txnk

‖ = 0. (3.26)

Since T is Bregman relatively nonexpansive, it follows from (3.26) that

w ∈ F̂ (T ) = F (T ).

Next, we show that w ∈ Sol(MEP (Θ, ϕ)). Since un = ResfΘ,ϕ(yn),
we have

Θ(un, z) + ϕ(z) + 〈∇f(un)−∇f(xn), z − un〉 ≥ ϕ(un), ∀z ∈ C.

From (A2), we have

Θ(z, un) ≤ −Θ(un, z) ≤ ϕ(z)− ϕ(un) + 〈∇f(un)−∇f(xn), z − un〉, ∀z ∈ C.
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Hence, we obtain

Θ(z, unk
) ≤ ϕ(z)− ϕ(unk

) + 〈∇f(unk
)−∇f(xnk

), z − unk
〉, ∀z ∈ C.

Since unk
⇀ w and Θ is lower semi-continuous in the second argument, ϕ is continuous.

Then, using (3.15) and taking k →∞ in the above inequality,
we have

Θ(z, w) + ϕ(w)− ϕ(z) ≤ 0, ∀z ∈ C.

We define zt = tz + (1 − t)w for t ∈ [0, 1]. Since z ∈ C and w ∈ C we have zt ∈ C and
hence

Θ(zt, w) + ϕ(w)− ϕ(zt) ≤ 0.

Now, we have

0 = Θ(zt, zt) + ϕ(zt)− ϕ(zt)

≤ tΘ(zt, z) + (1− t)Θ(zt, w) + tϕ(z) + (1− t)ϕ(w)− ϕ(zt)

≤ t[Θ(zt, z) + ϕ(z)− ϕ(zt)].

Since, Θ(zt, z) + ϕ(z)− ϕ(zt) ≥ 0. Then, we have

Θ(w, z) + ϕ(z)− ϕ(w) ≥ 0, ∀z ∈ C.

Therefore, w ∈ Sol(MEP (Θ, ϕ)). Thus, we prove that w ∈ Ω.

Step 8: We show that xn → w = projfΩ(x0).

Let x̄ = projfΩ(x0). Since {xn} is a weakly convergent sequence, xn+1 = projfΩ(x0) and

projfΩ(x0) ∈ Ω ⊂ Cn+1. It follows from (3.5) that

Df (xn+1, x0) ≤ Df

(
projfΩ(x0), x0

)
. (3.27)

Now, by Lemma 2.15, {xn} converges strongly to x̄ = projfΩ(x0). Therefore, by the
uniqueness of the limit, we have that the sequence {xn} converges strongly to w =

projfΩ(x0). This completes the proof.

The next two corollaries follow immediately from Theorem 3.1 that we have just proved.

Corollary 3.2. Let E be a Banach space and C be a nonempty, closed and convex subset

of a reflexive Banach space E with dual E∗ such that C ⊂ int(domf) and F (T ) = F̂ (T ).
Let f : E → R be a coercive Legendre function which is bounded, uniformly Fréchet
differentiable and totally convex on bounded subsets of E. Let T : C → C be a Breg-
man relatively nonexpansive mapping. Assume Ω = F (T ) 6= ∅. Let {xn} be a sequence
generated by the iterative schemes:

x0 ∈ C = C0,
yn = ∇f∗[αn∇f(xn) + (1− αn)∇f(Txn)],
Cn+1 = {z ∈ Cn : Df (z, yn) ≤ Df (z, xn)},
xn+1 = projfCn+1

(x0), n ∈ N ∪ {0},

(3.28)

where {αn} is a sequence in [0, 1] such that lim
n→∞

αn = 0 Then, {xn} converges strongly

to projfΩ(x0).
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Corollary 3.3. Let E be a Banach space and C be a nonempty, closed and convex subset
of a reflexive Banach space E with dual E∗ such that C ⊂ int(domf). Let f : E → R be a
coercive Legendre function which is bounded, uniformly Fréchet differentiable and totally
convex on bounded subsets of E. Let Θ : C ×C → R be a bifunction satisfying conditions
(A1)− (A4) and let ϕ be a real-valued function. Assume Ω = Sol(MEP (Θ, ϕ)) 6= ∅. Let
{xn} be a sequence generated by the iterative schemes:

x0 ∈ C = C0,

un ∈ ResfΘ,ϕ(xn),

Cn+1 = {z ∈ Cn : Df (z, un) ≤ Df (z, xn)},
xn+1 = projfCn+1

(x0), n ∈ N ∪ {0},

(3.29)

Then, {xn} converges strongly to projfΩ(x0).

4. Numerical Examples

In this section, we employ the methods obtained in this paper to solve a particular
problem. Given a mixed equilibrium problem and a fixed point problem for a Bregman
relatively nonexpansive mapping, we show that our algorithm generates a sequence that
converges to a desired common solution. Finally, we compare our method with (1.12) by
Kazmi et al. [17] on performance.

Example 4.1. We set the following parameters for the implementation of Theorem 3.1

Let E = R, C = [0, 10] and let f : R→ R be defined by f(x) = 4
5x

2. Let Θ : C×C → R
be defined by Θ(x, y) = x(y−x), ∀x, y ∈ C and ϕ : C → R be defined by ϕ(x) = x, ∀x ∈
C. Let T : C → C be defined by Tx = 1

5x, and let {αn}n∈N =
{

1
n

}
Let be a sequences

{xn} generated by the iterative schemes:
x0 ∈ C = C0,
yn = ∇f∗[αn∇f(xn) + (1− αn)∇f(Txn)],

un ∈ ResfΘ,ϕ(yn),

Cn+1 = {z ∈ Cn : Df (z, un) ≤ Df (z, xn)},
xn+1 = projfCn+1

(x0), n ∈ N ∪ {0},

(4.1)

and

ResfΘ,ϕ(yn) = {z ∈ C : Θ(z, y)+ϕ(y)+〈∇f(z)−∇f(yn), y−z〉 ≥ ϕ(z), ∀y ∈ C}.
(4.2)

It is easy to observe that f : R→ R is a coercive Legendre function which is bounded,
uniformly Fréchet differentiable and totally convex on bounded subsets of R and ∇f(x) =
8
5x. Since f∗(x∗) = sup{〈x∗, x〉 − f(x) : x ∈ R}, then f∗(z) = 5

16z
2 and ∇f∗(z) = 5

8z.
Further, it is easy to observe that T is a Bregman relatively nonexpansive mapping

with F (T ) = {0}. We also observe that Θ satisfy conditions (A1)−(A4), ϕ is a real-valued
function, and Sol(MEP (Θ, ϕ)) = {0} 6= ∅. Therefore, Ω = Sol(MEP(Θ, ϕ)) ∩ F (T ) 6= ∅.
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After simplification, the iterative scheme (4.1) is reduced to the following:

yn =

(
4

n
+ 1

)
xn
5

;

un =
8

65
xn

(
4

n
+ 1

)
− 5

13
;

Cn+1 =

[
0,
xn + un

2

]
;

xn+1 = projfCn+1
(x0), n ∈ N ∪ {0}.

We set the initial value x0 = 5. Using the software Matlab 2017b, we produce the following
Figure 1 and Figure 2. By Theorem 3.1, {xn} converges to 0 ∈ Ω.

Example 4.2. We set the following parameters for the implementation of the methods
by Kazmi et al.[17].

Let E = R, C = [0, 10] and let f : R→ R be defined by f(x) = 4
5x

2. Let G : C×C → R
be defined by G(x, y) = x(y − x), ∀x, y ∈ C and φ : C × C → R be defined by φ(x, y) =
xy, ∀x, y ∈ C. Let T : C → C be defined by Tx = 1

5x, and {αn}n∈N =
{

1
n

}
. Let {xn} be

a sequence generated by the iterative schemes:

x0, z0 = x ∈ C,
un = ∇f∗

(
αn∇f(zn) + (1− αn)∇f(Txn)

)
,

zn+1 = resfG,φun,

Cn = {z ∈ C : Df (z, zn+1) ≤ αnDf (z, zn) + (1− αn)Df (z, xn)},
Qn = {z ∈ C : 〈∇f(x0)−∇f(xn), z − xn〉 ≤ 0},
xn+1 = projfCn∩Qn

x0, ∀n ≥ 0,

(4.3)

where

ResfG,φ(un) = {z ∈ C :G(z, y) + 〈∇f(z)−∇f(un), y − z〉
+ φ(z, y)− φ(z, z) ≥ 0, ∀y ∈ C}.

(4.4)

All the conditions for f, T,Θ, ϕ, and Ω are met as explained in the proof of Example
2. After simplification, the iterative scheme (4.3) is reduced to the following:

un =
zn
n

+

(
1− 1

n

)
xn
5

;

zn =
4

9

(
zn
n

+

(
1− 1

n

)
x2
n

25

)
;

Cn =


[
0,

1
2 [ 1

n (z2n−x
2
n)−zn+1+x2

n]
1
n (zn−xn)−zn+1+xn

]
; 1
n (zn − xn)− zn+1 + xn 6= 0,

{0} ; otherwise;

Qn = [0, xn];

xn+1 = projfCn∩Qn
(x0), n ∈ N ∪ {0}.

We set the initial values x0 = 5 and z0 = 8. Using the software Matlab 2017b, we
produce the following Figure 1 and Figure 2. Then, by Kazmi et al. [17], {xn} converges
to 0 ∈ Ω.
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Figure 1. Plotting of values of xn for n = 1 to 12

Figure 2. Plotting of run times to compute xn for n = 1 to 12

Comparing the results of Example 2 and Example 3 from the figures, we see that the
result from Example 2 seems to converge faster than the result from Example 3. This
suggests that our new iteration scheme performs better than the iteration scheme given
by Kazmi, yielding a result that converges faster but slightly longer run time.
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